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Methodology

SCCS has set up a farm in IR2 for us to use while benchmarking the Petacache. As this farm is shared with BaBar simulation generation, we need to 
schedule the usage for serious tests. For tool development, there should be no conflict.

The farm consists of 40 nodes of dual processor, dual core AMD Opteron(tm) 275 nodes running RHEL 5.5. (AMD nominal speed = 4x2200MHz). (Note: 
These systems seem to be using dynamic power management to reduce their current cpu speed, so /proc/cpuinfo may show values as low as 1000 MHz.) 
The node names are }. Home directories are AFS, and SLAC credentials transfer.ir2farm{01,02...40

Benchmarking Tools

Open Source/source available
IOzone
FileBench

FileSystem Benchmarking Projects

Project FSBench (SUNY-SB)
Main Page
Portal
A Nine Year Study of File System and Storage Benchmarking
Notes on a Nine Year Study of File System and Storage Benchmarking

Parallel I/O Benchmarking Consortium (ANL)
Main Page
List of Benchmarks

Discussions of Flash

Sun: Flash/ZFS
Sun News
ZDNet
ACM:Longer article

Usenix FAST-10 Proceedings
DFS: A FileSystem for Virtualized Storage (Princeton/Fusion-io) 
Discussion of filesystem design using commercial flash drives (PCI-EX based). Design is an actual minimal filesystem, managed by the 
kernel. Loadable kernel module required – thus, superuser privs and kernel access needed. These filesystems might possibly be able to 
be exported via NFS.
Benchmarks discussed include:

Micro benchmarks (write/read rate using Iozone (q.v.)) 
Problems with their method: only two threads pounding on it.
Application benchmarks: Most not useful for us. 3/5 are either mem-mapped IO or database like.

Extending SSD Lifetimes with Disk-Based Write Caches ( ) (Toronto/Microsoft)Slides
Write Endurance in Flash Drives: Measurements and Analysis ( ) (Northeastern)Slides

Standalone Papers

Benchmarking Parallel I/O Performance For a Large Scale Scientific Application on the Teragrid
File System Workload Analysis For Large Scale Scientific Computing Applications
PostMark: A New File System Benchmark

Other

SLAC mstore
HP SFS
Parallel IO Examples & Benchmark Codes (Dartmouth)
Open MPI
Flash Core Set (FCS) (SLAC)

http://www.iozone.org
http://sourceforge.net/projects/filebench
http://www.fsl.cs.sunysb.edu/project-fsbench.html
http://fsbench.filesystems.org/
http://www.fsl.cs.sunysb.edu/docs/fsbench/fsbench.pdf
http://www.byteandswitch.com/storage/storage-management/notes-on-a-nine-year-study-of-file-system-and-storage-benchmarking.php
http://www.mcs.anl.gov/research/projects/pio-benchmark/
http://www.mcs.anl.gov/~thakur/pio-benchmarks.html
http://sun.systemnews.com/articles/133/1/storage/21402
http://blogs.zdnet.com/Murphy/?p=1452
http://queue.acm.org/detail.cfm?id=1413262
http://www.usenix.org/events/fast10/tech/full_papers/josephson.pdf
http://www.usenix.org/events/fast10/tech/full_papers/soundararajan.pdf
http://www.usenix.org/events/fast10/tech/slides/soundararajan.pdf
http://www.usenix.org/events/fast10/tech/full_papers/boboila.pdf
http://www.usenix.org/events/fast10/tech/slides/boboila.pdf
http://www.cct.lsu.edu/~gallen/Preprints/CS_Loeffler09a.pre.pdf
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.77.8648&rep=rep1&type=pdf
http://communities.netapp.com/servlet/JiveServlet/download/2609-1551/Katcher97-postmark-netapp-tr3022.pdf
http://www.slac.stanford.edu/BFROOT/www/Computing/Environment/Tools/tapeusage.html
http://docs.hp.com/en/SFSUGG3-D/apas01.html
http://www.cs.dartmouth.edu/pario/examples.html
http://www.open-mpi.org/
http://www.slac.stanford.edu/exp/npa/design/FCS.pdf
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