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The tasks performed by the various MPI ranks can be found here:

— Small XTC data
— Big XTC data
= Small user data
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Env variable PS_SRV_NODES
(default 0) defines number of
server nodes, which receive
small user “processed” data
from BD nodes, and optionally
archives them to h5 files on
disk.
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Env variable PS_SMD_NODES
(default: 1) defines number of
event builder nodes receiving
small data. User can veto
big-data event-fetching at this
stage using xtc small data.

One small data MPI rank (multithreaded)
reading all .smd.xtc files to send
time-associated “blocks” of events to
event-builder (EB) nodes.


https://docs.google.com/drawings/d/1fweUAP5pMelfzQHQ8CIgie0e8b6cjAyF0NateRGyc28/edit?usp=sharing
https://docs.google.com/drawings/d/1fweUAP5pMelfzQHQ8CIgie0e8b6cjAyF0NateRGyc28/edit?usp=sharing
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