
Ex 05: tensor flow, evaluate accuracy
We just add evaluation of the training steps, note use of session.run to evaluate softmax of logits

code:
ex05_tf_train.py

Notes:
Model does not seem to train well. Issues without batch normalization:

learning rate
parameter initialization
'swings', all samples classified as A or B
How much data are we training on?

 

 

 

https://github.com/davidslac/mlearntut/blob/master/ex05_tf_train.py
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