
Outline

● Scope
● cosmo/astro simulations (galaxies, SN)
● Observational data analysis (optical, Xray)
● Experimental simulations (lsst,DES)

● Who what where?
● Head count, groupings, slac & stanford

● Hardware
● Orange cluster, regular batch, and ??

● Software and Services
● Rely upon CD HPC team heavily, liaison is Yemi, also have 0.6 FTE on 

campus
● Demos

● Collaboration website
● Ganglia monitoring



Overview

● KIPAC spans SLAC, SU Campus & offsite
● ~150 accounts
● ~10 groups/projects:

● Tom Abel
● Steve Allen
● Risa Wechsler
● Sarah Church and Chao-Lin Kuo
● Blandford
● LSST
● DES
● Fermi
● CDMS
● Kamae and collaborators

● Computing mostly at SLAC (for now)
● Documentation and other stuff on collab web site



Wide variety of Computation



Hardware: User

- ~45 taylored linux 
workstations

- ~20 windows desktops
- ~10 OS X desktops (non-

taylored now but taylor 
option)

- many laptops, mostly 
self managed



Hardware: Server

- 8 thumper/thors hosting ~220 TB NFS space (solaris/ZFS)
- 2 older NFS servers (solaris/UFS?)
- orange cluster
  - 1 head node Sun X2200
  - 96 compute nodes (8core/32GBmem Sun X2200)
  - 4 GPGPU nodes, 1920 gpu cores (Supermicro w/nvidia)
  - 32c X4600 SMP w/256GB  memory
  - 42 TB lustre filesystem (8 RAID6 Sun 6140's in parallel)
  - DDR Infiniband interconnect (50% blocking tree topology)
- coma cluster (20 nodes of older Sun's)
- 6 Sun X2200's for interactive use (like noric)
- 1 Sun X4240 in KIPAC server room
- 1 Sun X2200 in KIPAC server room
- 2 Sun Ultra40's for visualization



Software and services

● ~100 packages in /afs/slac/g/ki/software/<pkg>
● Largely maintained by Glenn Morris
● Collaboration web site: Plone
● Mailing lists based on campus (mailman)
● automated sys-admin via taylor 
● hardware monitoring: ganglia, ranger, nagios, smartd, cam
● tape backups of NFS space via TSM
● tape archival services (ASTORE/MSTORE)
● LSF queues on orange cluster
● software license servers: mathematica, idl
● Staff:

● Glenn Morris
● Jeff Wade
● Ralf Kaehler
● Yemi Adesayna



Monitoring: Ganglia etc.

● 



Collaboration Website



Marshall's Folly Cray XT3

Cray XT3 from 
surplus:

● 1024C
● 3 TB mem
● Cstar net
● DDN FS
● Major 

infrastrucure 
required!
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