Controls Computing and Networking
Infrastructures for TestFac, FACET-II
and LCLS/LCLS-II



Mission

SLAC has large, highly distributed and heterogeneous controls infrastructures with
mixture of various legacy systems for multiple accelerator operations. The
infrastructures have been evolving and growing with complexities and tight budget,
and must be compliant with DOE Cyber Security. The system team:

— striving to tackle such a challenge and to provide reliable and secure controls networking and
computing infrastructures highly critical to SLAC accelerator operations for
* Test Facilities
e FACET
* LCLS and LCLS-II

— striving to perform systematic analysis based on all constrains and interfaces, and deliver
sustainable solutions to meet growing demands

— committed to providing technical support to address issues and challenges constantly posed
by OPS, engineers, and physicists

— leading efforts in networking and computing Infrastructure design for accelerator controls

System team members: Charles Granieri, Arjun Shetty, Ken Brobeck, Jingchen Zhou



Computing Infrastructure Support for
Test Facilities

e Controls Computing Infrastructure for Test
Facilities described in

http://www.slac.stanford.edu/grp/cd/soft/
unix/slaconly/testfac.html

* The infrastructure designed and implemented
to support all Test Facilities programs in a
centralized fashion and with the consideration
of tight budget.



http://www.slac.stanford.edu/grp/cd/soft/unix/slaconly/testfac.html
http://www.slac.stanford.edu/grp/cd/soft/unix/slaconly/testfac.html

Support all ARD Test Facility Projects

Fully access to OCIO services (AFS, NFS, NIS)
10Cs booted from OCIO AFSNFS

Applications installed in OCIO AFS

Data written to OCIO NFS

Access to DMZ for Elogs, Printing service and efc.
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Elog, Oracle, APEX
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UED at ASTA
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Ultrafast Electron Diffraction based on ASTA

Electrons scatter off the sample’s atomic nuclei and electrons, creating diffractions.
Changes in the diffraction images over time are used to reconstruct the ultrafast
processes, thus for the study of time-resolved, ultrafast atomic & molecular dynamics

Complementary to the ultrafast studies with LCLS X-ray

Electrons interact differently with materials and “see” different things (i.e., reveal

different properties) than Photons
Combined to draw a more complete picture of ultrafast processes within materials in

complex systems



TestFac Production Environment
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Summary

* This is a small but complete infrastructure with
growing complexity for Test Facilities programs
- C3

https://slac.sharepoint.com/:p:/r/sites/controls/ layouts/15/D
oc.aspx?sourcedoc=%7BF0886851-CE5F-4C6B-9FF8-

FF7F3C5780CC%7D&file=C3%20Demo%20Controls.ppt&action
=edit&mobileredirect=true

— CRMF

e The infrastructure is critical to the success of Test
Facilities programs

* The on-going effort is required for sustainability
and being compliant with DOE Cyber Security



https://slac.sharepoint.com/:p:/r/sites/controls/_layouts/15/Doc.aspx?sourcedoc=%7BF0886851-CE5F-4C6B-9FF8-FF7F3C5780CC%7D&file=C3%20Demo%20Controls.ppt&action=edit&mobileredirect=true
https://slac.sharepoint.com/:p:/r/sites/controls/_layouts/15/Doc.aspx?sourcedoc=%7BF0886851-CE5F-4C6B-9FF8-FF7F3C5780CC%7D&file=C3%20Demo%20Controls.ppt&action=edit&mobileredirect=true
https://slac.sharepoint.com/:p:/r/sites/controls/_layouts/15/Doc.aspx?sourcedoc=%7BF0886851-CE5F-4C6B-9FF8-FF7F3C5780CC%7D&file=C3%20Demo%20Controls.ppt&action=edit&mobileredirect=true
https://slac.sharepoint.com/:p:/r/sites/controls/_layouts/15/Doc.aspx?sourcedoc=%7BF0886851-CE5F-4C6B-9FF8-FF7F3C5780CC%7D&file=C3%20Demo%20Controls.ppt&action=edit&mobileredirect=true

FACET

FACET EXpe riments ___________________________

FACET Accelerator (520)

-le+
80 SZ§ YAG THz IP1 P2 5| Dump
Screen Table Table Table Table
"AOptical table with small chamber‘\{"a_ i
Insertable YAG Crystal » BIL Diagnostics
B/L diagnostics _:,-'; Optical table (exps come and go) ¢ Beam energy{E and energy spread/profiles ,
n‘.”Energy spread measurement .~ _js with PMs, Wirescanner, insertable samples | measurement
‘e Plasma Wakefield Acceleration Exp. b ® uu-Spectrometer-,E
. Optical table with two PMs. ' i
« Controlled by PCD. ;,..- O';t):cpahl/‘table (exps come and go)
'« THz Radiation from high energy, il S ; A :
e “Kraken” Chamber (Dielectric Wakefield Exp.)
+ compressed electron beams R 4l . e
" {Ultrafast Magnetic Switching Exp. L A Smith-Purcell Chamber (Radiation Bunchlength
| Controlled from a laptop using a 10 _Exp)

“"-v.,__base2 isolated from SLAC.

Jingchen Zhou



The Plasma Wakefield Accelerator

Focusing (E))
Defocusing . ..jeratine Decelerating (E.)

=ZF + ¥ E\H F +?
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24 + 4+ + =hHe + electron
= e == beam
Accelerated Witness Bunch

From Mark Hogan

Beam Driven

* Plasma Wakefield excited by relativistic e- bunch

* Tailing (witness) bunch accelerated by the Wakefield
Wakefield:

None linear: Ez (accelerating, decelerating); Er (focusing, defocusing)
* high gradient (~ GeV/m)

FACET-II : optimization of e- acceleration (low emittance, narrow energy spread)

high gradient e+ acceleration



FACET Exp. DAQ

- Constraints: Controls Computing and Networking
infrastructure designed for LCLS and FACET
accelerator controls. Not adequate for experiment
DAQs. NFS: serving accelerator controls apps, not a
storage for incremental data at high rate. Controls
Networking not adequate for high rate DAQ data.
Security. No impact to LCLS operation.

&/ T DMZ

- A patch but with some limitations:

DAQ data must be migrated to the public for analysis.
NO apps running on accelerator networks allowed to
access DAQ data (both images and CA large
waveforms) at high rate.

No dual-home allowed due to security constraint

| CLOSDNVIZ (]

- NAS recommendation: reliable, scalable, with
performance.

/ FACET Acceleryér Conﬂ:p’lfs Ne}work \

=5y
= -~
B -
\ Switch
DAQ I0Cs and NAS\on the
same switch A

- AN
Camera images writtery to
NAS from DAQ |IOCs |

|

DAQ 10Cs u Servers

FACET-SRV20 u OPls

! Apps in ACR | Jingchen Zhou
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VMS

FACET-II still depends on SLC controls, which is based VMS,
a legacy system, also critical to A-line and NLCTA programs

The VMS has been becoming unreliable and must be
managed properly and proactively to keep it alive. Special
thanks to Ken Brobeck and Ed Miller.

If VMS were down, FACET-Il would stop.

Good news: VMS upgraded
— Completed upgrading the OS to VSI 8.4.
— Completed upgrading packages above the OS.

— Completed testing SLC controls systems and EPICSv7 based data
providers.

The upgrades are critical to support FACET-Il on VMS with
sustainability and maintainability.



Summary

The computing infrastructure for FACET-II
— Highly distributed
— Large with complexity
— Standalone on the private network, but much parasited on LCLS
— Mostly aging (i.e., requiring more maintenance)
The beauty of this design enables SLAC to continue do the
great science using legacy systems and with less money.
Well aligned with SLAC mission!
The on-going effort

— Required for sustainability and being compliant with DOE Cyber
Security

— To provide a foundation for FACET-II to flourish



System Services
Controls Access Gateways

Photon-Electron Gateway &5

e T | Archiver

NFS Status Displays OPIs
LCLS- D — L L (] (S5
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LCLS-II :
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]
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New Fiber Cable Plant | ] Existing Fiber Cable Plant

e Network has redundant Core routers in MCC and redundant fiber links to all switches

Charles Granieri
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MCC Routers

Accelerator Area
Switch stack
Cisco Nexus 7710 Cisco Catalyst 3850 1G/10G Cont_rols
1G/10G Ports Devices
10G (future 40G) Cisco Catalyst 3850 10M/100M/1G Controls
10M/100M/1G Ports Devices

Charles Granieri



NFS Server: Oracle ZFS Storage System (Z2S7-2)

f @Sun ORACLE 2FS STORAGE 2572
‘ (DAL
s 1

[ | SERVICES STORAGE NETWORK SAN CLUSTER USERS PREFERENCES SETTINGS ALERTS
=
o | T | | . g
e 5
o7 T | T | T . | e ol
.| | | — T ] zfshead1-bui zfshead2-bui
5 z < U e
Active Resources ‘ Active Resources ;
RESOURCE « OWNER

No resources are active on this cluster node

<+> mecfs2 nfs Interface (net/i40e0) Fhetiondi boi

<+ zfshead1-bui (net/vnic1) 2fehead{ bul a

> zfsimcesp zfshead1-bui

* Significant improvement in performance, particularly for controls
applications that require a lot of dynamic libraries

*  Highly reliable, as the most critical system in Controls Computing
Infrastructure

*  Compatible with Controls Backup/Restore System via NDMP
protocol

*  Compatible with NFSv2 required by legacy RTEMS 10Cs.

*  Enhanced DTrace Analytics for real-time analysis and monitoring

17



Application Performance Study
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' . All in memory while running.
Jingchen Zhou . J




DTrace Analytics

(ad BV ~
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*  Provides real-time analysis and monitoring functionality, enabling fine-grained visibility into
disk, flash, CPU, networking, data service (NFS), and other statistics

e Supports rapid identification and resolution of bottlenecks for troubleshooting and
performance tuning

© Add statistic...
Super-User(
QSun Protocol: NFSv3 per second
Al FS STORAGE 2S7-
<otz R et e “ril QQ QOEEE YAk XT OF
Range average:

24 ops per second

DASHBC

Usage mees & CPU 0 %util 100 e NFSv2 176 opsise

20.3T Data 1320 1330 1340 350 400 14:10
‘ M 7.44T Used s
12,97 Availa...

* Protocol: NFSv3 operations per second broken down by client

‘ : 3 ) B O RRRRRR T
\./’ Compression: 1x 74 24n 60m 7d 24h 60m Pl QQ QRAEHER YA ¥ (- B2
Dedup: 0 (1x)
Range average:

1 Network 20 0u bytes/sec 2200 bd NFSV3 8796 0pS/s 5 cpumuranot I
5 cpu-sysD-mOt A
4 cpu-sys0-fo02
1 cpu-gunb-rf01
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0 cpu-gunb-sp01
1022G  Memory " II 0 cpu-sys2-s01
W 512G Cache (LT | L ) | LT 0 facet-b24dcs01 V \/
a S0m 7d  24h 60m 0 cpu-k10-s02 \ : i .- ; 0
2

S yctnused 24 TS PR BRCOnd 14:09:30 14:09:40 14:09:50 14:10 14:10:10 14:40:20
1 587M Mgmt . st
1 1.51G Other = Disk 1042 ops/sec 4500 ) NFSV4 5144 opsls

478G Kernel

Protocol: NFSv4 per second
Services Pl QAQ QRHER YA XTI %
o NFS . iscsl o ) ———— I Al iy anwewversoe:
¢ sSmB O FTP 7d 24h 60m 7d 24h 60m 931 ops per second
© HTTP ~ NDMP
J Replication & Shadow L iSCSI 0 ops/sec 10 < NDMP 0 bytes/se
Migration
© SFTP © SRP
O TFTP © Antivirus : _,
o NIS © LDAP " 1330 13:40 13:50 14:00 14:10
¢ AD ~ ID Map [ Il'l | =
U DNS o IPMP 7d 24h 60m 7d 24h 60m
© Kerberos « NTP * Protocol: NFSv4 i per second broken down by client
© Phone Home © DynRouting ~ RECENT ALERTS - - «rll QQ QOEEE vAA %F @+
U Tags o SMTP 2023-3-6 02:54:27 An NDMP backup has finished for share 'u1’ in project 'mccfs'.
© SNMP o Syslog 2023-3-6 02:47:05 An NDMP backup of share 'u1' in project ‘mccfs' has been started by remote Range average: -
Que 1N cou 2023-3-6 02:46:48 An NDMP backup has finished for share 'home' in proiect 'mccfs’ 1047 opit1
252 Icls-srv02 A
115 thinsrv02
112 facet-
daemont
109 Icis-daemon1
83 Icis-srv01
91  thinsrv01 NV
8  mccasd 0
= i | | | " ]
S R 14:09:30 14:09:40 14:09:50 14:10 14:10:10 14:10:20

2019-1-30




Network Service (DHCP, PXE, TFTP, NTP, etc.)

LinuxRT I1OC ‘\
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DHCP/PXE Server

PXE Client
Power on

NBP (unidoly kpxe)
runs

NBP runs with
ipxe.ini

NBP runs with
ipxe.ini

10C startup.cmd
runs

th spXEClient’ tag—————— g

DHCP Broa

134.79.151.12

NFS moun eque i fo |OC data sgystem U :
A ues C lesyst -

S mo
s 'O Y e

NGCe!

"

Wednesday, July 22, 2015

Created by Jingchen Zhou

dhcpd.conf
/ /‘
/ __
7
/
S
TFTP Server N
172.27.8.41
bzl . \/usr/local/common/lﬂpboolllinuxRT/bool
mage (hn/u/xﬁ‘r 08: kerriali undionly kpxe
A Download requgs; ,op'_am'"' "UClib+busyboy, et ) == ipxe.ini
s 0 TFTP server | loc-xxx.ipxe
g vers/bzlmage
— A vers/rootfs ext2
// zlmage Download to NBP
v
.———M-
100"5-(‘7)(//6001 filesystem) Download request to TFTP server
>
#gws.exﬁ DownioadtoNBP - —— /
’ =
. y RPS cerer System Test linuxRT 10C
NFS mount request for IOC application filesystem f‘usrz’loca|\
> (cpu-sys0-ck00)
o -, 172.27.8.11 l
Access to fust! fusrflocal /
L N ful /
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Thin Client System

VSM Server is the login manager (Load balance)
VSM Agent is the session manager

ThinLinc Server

VSM Server ThinLinc Server ThinLinc Server
+ VSM Agent VSM Agent
VSM Agent

Thinsrvoi

Thinsrvo3

MCCSRV Network

HP ThinClient HP ThinClient HP ThinClient HP ThinClient
T620 T620 T620 T620

(ad BV ~
T AN

HP T620 Thin Client

ThinLinc Client
Loaded on Thin Client

> }' HP ThinPro OS (Linux Based)

SSH
A ThinLinc Server
RHELG 68 Loaded on Server
ThinLinc

Session Manager

SSH

LCLS-SRVO2

Ken Brobeck 21



Backup/Restore System

Controls Backup/Restore System

— EMC Data Domain
— Networker software e
Rack AG14
meedd02

Network

» mecedd01 replicates data on

meedd02 for offsite disaster
recovery.

BOOS
Mcc

meedd(l

Computer Room

el
h =)

INFS Server

ni
il
i
1

MCC Router
BOOS

mcefs9
Networker software

mt— 5,

Ken Brobeck

NDMP (Network Data Management Protocol), a protocol to optimize Backup
performance for NFS based data transportation

22



ACR and ANR
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VNuu |P|rpose PVs sen'gd |Hos( 7 | CAS port 7 [ Begcoq Pqﬁ lBemn sent to §Fp9c-mnﬂ':onmnt
. ECTS
| [ewEbeamServe Serving LCLS PV: [Readonly lcls-dasmon3 5080 5081 172.21.40.63 |[Dezizn
(Ebeam) to Photon (Write for selected PVs (Photon Gateway Subnet) ||Admin
(Allow all
| {Deny OTRS:DMP1:605:.%
[ewEbeamServeWF Serving LCLS PVz [Readonly 1cls-daemon3 5072 5081 11172.21.40.63 [Deny all
(Ebeam) to Photon || Wirite for sslected PVs |(Pnoton Gateway Subnet) |Allow OTRS:DMP1:695:.¢
| |(dedicated to serve XTCAV OTRDMP camera image PV)
[ewLCLS4FACET Serving LCLS PVato ||[Readonly Icks-daemonl0 5070 5069 [[17227.75.255 |[Desizn
FACET (FACETCA)
| | | Admin
[ewLCLSPUB Serving LCLS PVzto |[Readonly 1cls-prod01 5068 5069 |134.79.151.255 ||Admin
public J |(DMZ) |
|[eWLCLSARCHO Serving LCLS and [Readonly 1cks-prod01 5076 5069 134.70.151.255 . ALLOW (default)
LCLSI PVs to (DMZ) [Deny a list
Archiver on DMZ frefer swLCLSARCH® dat
gwLCLSARCH1 Serving LCLS and Readonly 1clz-prod01 5077 5069 /|134.79.151.255 .* DENY
[ LCLS-II PVs to |loMzy |Allow portion in the list
Archiver on DMZ frefer swLCLSARCH® dat
gwlLCLSARCH2 Serving LCLS and Readonly 1clz-prod01 5078 5069 |134.79.151.255 .* DENY
[ LCLS-II PVs to loMzy |Allow portion in the list
Archiver on DMZ ] s frefer swLCLSARCH® dat
|[ewLCLSARCH3 Serving LCLS and [Readonly 1clks-prod01 5079 5069 134.70.151.255 .+ DEX
LCLS-I PVsto (DMZ) |Allow portion in the hist
Archiver on DMZ | frefer swLCLSARCH® dat
|[ewLCLSARCH4 Serving LCLS and [Readonly 1cks-prod01 5074 5069 134.70.151.255 .+ DEX
LCLSI PVsto (DMZ) |Allow portion in the kst
||ewLCLSARCHS Serving LCLS and [Readonly 1clz-prod01 5075 5069 134.79.151.255 [+ DENY
LCLS-II PVs to loMz) |Allow portion in the st
ArchiveronDMZ | I lrefer swLCLSARCH® dat
||[ewLCLSARCH6 Serving LCLS and [Readonly 1clz-prod01 5072 5069 134.79.151.255 [+ DENY
LCLS-II PVs to loMz) |Allow portion in the list
Archiver on DMZ | jrefer swLCLSARCH® dat
|[eWLCLSARCH7 Serving LCLS and [Readonly 1cks-prod01 5073 (5069 /1134.79.151.255 |l.* DENY
lLcLS-T PV 0 |loMz)y | Allow portion in the kst
Archiver on DMZ | | jrefer swLCLSARCH® dat
|[EWCRYO4LCLS Serving Cryoplant PVs |[Read and Write cryo-daemonl 5061 (5069 11172.27.43.255 (CRYQ)
to LCLS-II |[172.27.11.255 (MCCSRV)
il 134.70.151.21 (LCLS-PRODO1)
. B o . . . . . FACET . .
[EwFACET4LCLS Serving FACET PVs to |[Readonly facet-daemonl 5070 5069 11172.27.11.255 [Dezizn
LCLS (LCcLscA)
) J| | JE L
|[ewFACETPUB Servinz FACET PVs to lRudanh Ick-prod01 5063 5060 134.79.151.255 [Desizn
[public | Mz |
| [ewFACETARCHO Serving FACET PVs to |(Readonly 1cks-prod01 5064 5069 134.79.151.255 .* ALLOW (default)
Archiver on DMZ (DMZ) [Deny a list
refer snFACETARCH?® dat
EwFACETARCHI Serving FACET PVs to [Readonly 1clz-prod01 5062 5069 /|134.79.151.255 .* DENY
Archiver on DMZ |oNzy | Allow portion in the list
| |[refer swFACETARCH® dat
: : ‘Test Facilities y
|[ewACCTESTPUB Serving Test Facilities |[Readonly testfac-daemon2 5048 5049 134.70.219.255 doc
PV to public (LCLSDEV)

LCLS Electron-Photon Gateways:

https://www.slac.stanford.edu/grp/cd/soft/unix/slaconly/ElectronPhotonG

ateway.html
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https://www.slac.stanford.edu/grp/cd/soft/unix/slaconly/ElectronPhotonGateway.html
https://www.slac.stanford.edu/grp/cd/soft/unix/slaconly/ElectronPhotonGateway.html

LCLS Archiver System
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Archiver System for LCLS
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/~ Archiver "\
\_ Viewer /

http://Icls-archapp¥|cls/retrieval

Icls-archapp

Apache HTTPD Proxy

Icls-archapp01
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PV Gateway
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—
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Controls Network Monitoring

el AR
of b M
AKiPS Dashboards Reports Tools New | PDF 17 icensed to SLAC NAL User: jingchen -
Device Dashboard Device IPv4 Added SysUpTime Location
Last 30 minutes v swh-mcc0-nw01 172.18.214.133 125 days 23 hours 18 Oct, 2018 02:57 280 days 23 hours building=005 (Main Control Center) room=112 rack=RK-B005-613 (I
Group Filter 5 g s
Y Events Availability: last1h
All Groups v 95 96 97 98 99100
B b |100.00 IPv4 Ping

Bevce e 9:36am 9:40am 9:50am 100.00 SNMP

ST opoT

swh-1i27-bp02 2 Vitals: last30m

b2/ a0} . Thresholds Ping <A~ s/ 2.6ms 172.18.214.133

swh-1i28-bp01

SWH-L128-BP02 CPU 99%  Switch 1- Core 3

swh-1i28-nw01 0 ‘

SWH-L129-BPO1 Ao SAtam St CPU 99%  Switch 4 - Core 0

SWH-LI29-BP02

_li29- P 69 itch 5 -

swh-1i29-nw01 syslog CPU 96%  Switch 5 - Core 2

SWH-LI30-BPO1 1 | .

SWH-LI30-BPO2 CPU 94%  Switch 1 - Core 0

swh-1i30-nw01 0. \ 9 ; .

swh»mccwapcore1 9:30am 9:40am 9:50am Ry \* 5%, |[SMEHT-Core s

swh-mccwapcore2 CPU | 71%  Switch3- Core 3

SWH-MCCO-MPO1 T

swh-mcc0-nwOT 1 raps cPU 50%  Switch 1

swh-mcc0-nw02

swh-mccO-nw03 0 CPU 31% Switch 1 - Core 5

swh-mcc0-nw04 Q:Qdam 9:40am 9:50am = ;

swh-netstaging CPU / 26%  Switch 3-Core 0

Sir-netstaping: cPU 25%  Switch 3

swh-pbx-elan01

swh-pbx-elan02 Status Exceptions CPU 5% Switch4

swh-pbx-tlan01 Status Faults

swh-pbx-tlan01b CPU 25%  Switch 5

swh-pbx-tlan02

Cisco PSU State 2
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Controls Network Monitoring

ol As>
af b M\
AK|PS Dashboards Reports Tools | New PDF 15 icensed to SLAC NAL v22.10 User: jingchen ~
Interface Dashboard Device Interface Description Title
Last 30 minutes v swh-mcc0-nw01 Te2/0/8  TenGigabitEthernet2/0/8 Icls-srv01
Group Filter Admin Operational Speed I Util % | Bits/Sec Bytes Packets Broadcast Multicast Errors Discards
Duplex e MACs
All Groups W State Last Change State Last Change ™ P Tvp ™ Rx Tx Rx X Rx @ Rx ™ |Rx TX RxX | TX Rx Tx Rx
up 18 Oct, 2018 02:57 up 11 Dec, 2022 10:04 10 Gbps 10 Gbps full ethernetCsmacd 1 <1% <1% 5.0M 30 M 2.2G 13G 84M 15M 468K 117 51K 296 0 0 O 0
D e Filter
srernss wp = % Utilisation 1”‘;“"’ Broadcast Volume Per 1 min Device Groups Interface Groups
swh-1i27-bp02 3 0Ky -
swh-li27-nwo1 21 ety v ik 1-Switches loTesils fotng)
¥ i 5K+
swh-1i28-bp01 1- Address Location for swh-mcc0-nw01 Te2/0/8
SWH-LI28-BP02 U |
7 ok e " v oK. ‘ . ‘ ‘
swh-1i28-nw01 7am 8am 9am 10am 7am 8am 9am 10am MAC Vendor | IPVA/VG
SWHiL129.8001 Tx R Tx R 18:66:02:5£:55:83 Dell  172.27.8.25
SWH-LI29-BP02 PhasA
swh-1i29-nw01 Bits Per Second sHm Multicast Volume Per 1 min
300 Mbps 150+
SWH-LI30-BP01 |
SWH-LI30-BP02 200 Mbps 1004 A ‘
swh-1i30-nw01 100 Mbps- 50+
swh-mccwapcoret 0 Mbps L i Al 4 OJ : ; : ‘
swh-mccwapcore2 7am 8am 9am 10am 7am 8am 9am 10am
SWH-MCCO-MPO1 Tx F Tx R
swh-mcc0-nw01 v
;:t;sec Packets Per Second E"‘T_”"‘ Error Volume Per 1 min
All Interfaces v ‘
20 K-
Interface Filter 10 I(v}
Title Filter 0 bbb LARAAN ol ‘ ‘ :
9am 7am 8am 9am 10am
S S ——————— -
swh-mcc0-nw01 Te1/0/21 mccsyslog
swh-mcc0-nw01 Te1/0/22 Icls-daemon2 Byes/im Bytes Volume Per 1 min Discards/Tm Discard Volume Per 1 min
swh-mcc0-nw01 Te1/0/23 mccldap2 2B 1
swh-mcc0-nw01 Te1/0/24 Icls-srv02 ‘
swh-mcc0-nw01 Te1/1/1 TGE
swh-mcc0-nw01 Te1/1/2 5B ‘ - 3 W 5
swh-mcc0-nw01 Te1/1/3 7am 8am 9am 10am Tam 8am 9am 10am
swh-mcc0-nw01 Te1/1/4 > R Tx

swh-mcc0-nw01 Te1/1/5
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Controls Network Troubleshooting

* Network troubleshooting
— Network troubleshooting server: Icls-srv05

— Core router and Icls-srv05 configured to monitor and
troubleshoot controls subnets, e.g.,

* plpl: to monitor and troubleshoot network packets on
LCLSUTIL/LCLS2UTIL/MCCSRV

* plp2 :to monitor and troubleshoot network packets on
FNET/LCLSIOC/LCLS210C

 Network tools
— tcpdump
— wireshark
— Isof, iftop, nethogs, ttcp, etc.
* Latest example: Controls network overloaded by PVA

multicast searches due to a bug in java implementations of
EPICSv7 PVA



Reliability and Security

e Reliability:
— Criti)cal systems with full redundancy (NFS, DHCP, DNS, NTP, Oracle,
etc.
— All other systems with a system mirroring and a failover procedure
— A Backup/Restore system for all data and software
* Security:
— Cyber Security Program Plan
* MCC Enclave Security Controls

* A supplement to SLAC Core Security Program Plan
* Reviewed by DOE

— Protected networks for all critical computing systems

* Limited access only provided to authorized SLAC public users via a dedicated
Login system on DMZ

* Read-only PVs provided to SLAC public via a PV gateway on DMZ
— CrowdStrike applied to systems visible to SLAC public.
— Any vulnerability issues fixed timely
— DOE penetration test coming soon



The detailed efforts behind the scenes

On-going efforts required for sustaining engineering and
maintenance to provide networking and computing
infrastructures support for LCLS, LCLS-1I, FACET-II, Test
Facilities, and various R&D efforts for SLAC accelerator
controls.

 Computing Infrastructure Support for Accelerator Controls

https://www.slac.stanford.edu/grp/cd/soft/unix/slaconly/com
puting support.pdf

* Networking Infrastructure Support for Accelerator Controls

https://www.slac.stanford.edu/grp/cd/soft/unix/slaconly/net
working support.pdf



https://www.slac.stanford.edu/grp/cd/soft/unix/slaconly/computing_support.pdf
https://www.slac.stanford.edu/grp/cd/soft/unix/slaconly/computing_support.pdf
https://www.slac.stanford.edu/grp/cd/soft/unix/slaconly/networking_support.pdf
https://www.slac.stanford.edu/grp/cd/soft/unix/slaconly/networking_support.pdf

Summary

Dedicated to providing the infrastructures highly critical to SLAC
accelerator operations for

— Test Facilities
— FACET-II
— LCLS and LCLS-II

Skillful in tackling problems with complexities
Striving to deliver sustainable solutions to meet growing demands

Responsible for networking and computing infrastructure design for
accelerator controls

The listed on-going efforts required for sustaining engineering and
maintenance

The infrastructures: secure and reliable
Modernization is coming
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