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Power outage resilience & recovery – Control System (EED)

• 03/02/2024 power outage timeline

• Issue 1 – Risk of damage to Cryomodules

• Issue 2 – Risk of damage to Cryoplant, loss of helium

• Issue 3 – Control system computing recovery

• Issue 4 – Control system hardware damage and recovery

• Issue 5 – Other items with operational impact
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03/02/2024 - Power outage timeline

• 12:14 am – Fault on 230kV line due to storm weather conditions

• ~1:00 am – Cryo operator noted their generator was not running
• Result was that the IOC servers and stand-alone OPI went down – these are needed for EPICS monitoring and control of 

cryoplant equipment. Once down, restoring these IOCs and EPICS services requires B005 to be functional.

• ~ 1:00 am – RF team onsite to manually detune SC cavities from klystron gallery, done ~ 7:00 am

• ~ 3:00 am – Cryoplant and B005 (for controls computing infrastructure) powered up on 60 kV line

• ~ 4:30 am – Controls computing system expert begins recovering network systems and servers
• This is a minimum 2-hour task that requires experts onsite 

• ~ 5:00 am – EED engineer onsite to start up cryomodule insulating vacuum system 

• ~ 6:00 am – Central control system functionality restored, Cryoplant IOCs recovered 
• Full recovery took several days, and we’re still finding lingering issues
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Issue 1 – Risk of damage to Cryomodules

• If the SC cavities are not detuned when the cryomodule temperature rises they can be physically 

damaged.
• A team of 5 (Sonya, Sebastian, Jorge, Jing, ?) were in the gallery for approximately 6 hours (1 am – 7 am), manually 

detuning the cavities

• Work was made more difficult due to the loud ODH alarms going off the whole time

• Recommendation: Find out if they can detune themselves if power is lost

• The Cryomodule insulating vacuum leak means a fast rise in pressure and loss of thermal 

insulation when pumps are off, resulting in venting helium within a few hours (especially L3)
• Insulating vacuum turbo and backing pumps in tunnel, PLC in gallery for local control through HMI.

• This outage, Shawn was in the gallery for several hours to manually start them. Since several hours had passed the 

vacuum was already very high so the pumps were overheating with the load. Crossed fingers and hoped the pumps 

didn’t die (they didn’t – this time). No spares. L0, L1, L2 each have a single cart, L3 has remaining 6. Each cart also has a 

CCG and GP, turbo, roughing pumps – parts about $50K plus labor to assemble and test since they’re custom.

• Recommendation: If PLC and pumps were on generators they could continue running without the central control 

system. PLC and turbo pumps are 110V, but the backing pumps are 208V in the tunnel so would require additional 

special infrastructure to support use of generator.
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Issue 2 – Risk of damage to Cryoplant, loss of helium

• Cryoplant CCI included plan to keep EPICS IOCs running, and one OPI workstation available in the 

cryoplant control room in these conditions – provided power is supplied by their generator. 

• Once the power is lost, the IOCs rely on the common infrastructure in B005 to boot up. 
• This was the case on March 2. The cryoplant had power on 60kV line for several hours but were unable to control 

equipment needed to try stabilizing the system or recovering helium. 

• Recommendation 1: Make sure the cryoplant generator is reliable.

• Recommendation 2: Have B005 on generator so once cryoplant has power the EPICS IOCs and 

workstations will be able to boot properly (if they lost power). 

• Recommendation 3: Completely remove cryoplant dependency on accelerator control system. 
• The PLC HMIs were abandoned. The system is too complex to control one piece of equipment at a time. 

• Suggest implementing more industrial solution like Ignition. Server and client applications (UIs, alarms, archiving) could 

all be hosted locally at cryoplant. Could easily maintain an EPICS layer in parallel. 
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Issue 3 – Control System Computing Recovery

• System team onsite to confirm power to B005 is stable, the breakers are on, and the HVAC is 

running. If not, they require assistance from electricians or F&O before they can start.

• Next, they restores services following a procedure: 
• Recover routers, then NFS, then DNS/DHCP network services

• Next, they bring up the main servers and OPIs, checking that each boots correctly – these are needed for IOCs to start

• Complication with services that rely on OCIO – authentication and remote log in servers, Oracle, Elog, etc.

• Need additional help from others to restore archivers, directory service, etc. 

• Controls engineers recover all IOCs and equipment in the gallery and service buildings
• Big problem that equipment often gets power before NFS, TFTP, DNS/DHCP are available, so they hang and need to be 

prompted or rebooted later to come up correctly. This can take a day or two since there are several hundreds.

• Most IOCs can be recovered remotely after the servers boot, but several need local intervention to recover

• Some crates refuse to power cycle remotely.

• Recommendation: B005 on backup generator
• Existing generator by building is not sufficient quality. 

• Need new quote for new generator suitable for computing centers, like what B050 uses. Quote from 2021 was $200K.
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Issue 4 – Control System Hardware damage and recovery

• Power outages usually result in damaged controls hardware equipment
• Usually lose CPUs and other equipment in racks – sensitive to the power coming back on which is why we pre-emptively 

turn them off for planned power outages.

• Some power sensitive equipment is long out of production, and we are running short on spares.

• Even if equipment isn’t damaged, recovery takes days
• Motion team needs several days in the tunnel to recover undulator controls (especially HXR) 

• Some systems are complex and need expert intervention, which can be difficult off hours.
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Issue 5 – Other items with operational impact

• PPS IOCs needed to be restored quickly in order for Operations to control PPS zone security.

• Gun Vacuum – NC already on a generator and UPS, SC gun has NEG so passive. Longer timescale 

here until damage.

• Laser – motion recovery ~ 1 day. Had to unplug some piezos while power was off so they didn’t 

come up and cause damage to optics. Should disable itself safely when power off

• Timing, MPS, BPM, RF, and more systems required the SMEs to recover IOCs and settings
• Ongoing NFS/autosave issue made some of this more difficult

• Site air needs to be up for valves to move

• Power outage expose existing problems (time bombs?) so we need to have a better way to 

confirm systems are ok 

• We need more remotely-controlled power switches to power cycle equipment
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