
Controls SW Group Meeting
June 15th, 2023

T. Summers

1



All accelerators are off for KSub electrical maintenance
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State of the Accelerators

• Currently have no power in S29/S30 and B136
• No radio or fire alarm system in S29/S30, and impaired

radio function in all other tunnel areas

• These outages will take down NC and FACET timing
• Dev timing was decoupled from the production RF

source so the Dev NC timing can distribute triggers

• Reminder of Tuesday July 4th holiday
• We come back from the holiday into a PAMM

. 



All accelerators are off for KSub electrical maintenance

Controls Software Group Meeting – June 15, 2023 3

State of the Accelerators

• Currently have no power in S29/S30 and B136
• No radio or fire alarm system in S29/S30, and impaired

radio function in all other tunnel areas

• These outages will take down NC and FACET timing
• Dev timing was decoupled from the production RF 

source so the Dev NC timing can distribute triggers

• Reminder of Tuesday July 4th holiday
• We come back from the holiday into a PAMM

. 



Controls Software Group Meeting – June 15, 2023 4

Upcoming Electrical Outages

From Sharon’s weekly downtime planning meeting 
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Upcoming Stanford Research Computing Facility outage 

From Sharon’s weekly downtime planning meeting 
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Looking ahead – big picture for following months 

https://slac.sharepoint.com/sites/lcls/lcls-2/Pages/default.aspx

You are here

https://slac.sharepoint.com/sites/lcls/lcls-2/Pages/default.aspx
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LCLS User Schedules

From Sharon’s weekly downtime planning meeting 
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IOC development things

• Background – RHEL6-built software will run on RHEL7 (and RHEL7 will run on RHEL8, etc…)

• When we updated our softIOC servers to RHEL7 the IOCs remained built on RHEL6 (E.g. lcls-dev3, mcclogin)
• Now we can start building IOCs on a RHEL7 machine – suggest using dev-rhel7

• Change the major revision number for this update since it’s not backwards compatible! E.g. R4.2.11 -> R5.0.0

• If they built on RHEL6 but not RHEL7 let me know so we can ask Marcio to update the offending module
• You’re going to have to be careful when eco’ing an application that you’re building it on the correct architecture! 

• Look in the RELEASE_NOTES before getting started. 
• Good practice to try making an IOC immediately after checking it out – those made for RHEL7 will not build on RHEL6 so that’s a good reminder

• See MZ’s CATER 141902, e.g. SW job #18 for details on the upgrade and deployment

. 

Autosave requests should be somewhere between 60-300 seconds

• Be kind to NFS! This is too short: create_monitor_set("info_positions.req", 5, "")

The number of soft IOCs actually built on RHEL7 is growing (and tracked!)
ARCH:SYS0:RHEL6:COUNT = 343 ARCH:SYS0:RHEL7:COUNT = 25



Special Presentation
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A status update on the development of the SC Timing Pattern Generator (TPGGUI), which will be used to 

configure/generate timing patterns for the superconducting linac. 

Alex Ng – TPG GUI progress 
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