
3 years of remote access at the 2 NSLS-II MX beamlines
focus on Automation

The Remote Experiments Showcase

Jean Jakoncic, AMX,FMX

Dec 16, 2020.



What made us compatible with remote access experiments

• Robotic sample mounting giving reliable sample exchange (<35 sec)

• Safe operation of the beamline (1 operator; safe transitions from state to state)

• Data collection via a single GUI: LSDC

• Automated experiments (crystal centering and data collection)

• Only ONE sample holder standard :Spine base in Unipuck

• Web access to data collection and processing: SynchWeb/ISPyB 

• Automated data processing (pipelines) 

• “Streamlined” shipping / receiving of the samples

• Automated data transfer using Globus

• Online material for “simple/common” data collection protocols (MX resources 
page) To be augmented
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Life Science Data Collection GUI: lsdcGui : one interface 

John Skinner
Jun Aishima

protocols
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Fully Automated Data Collection
2 protocols tested and offered to user groups: Auto Collect & Auto Raster 
loop centering (~140 secs/sample) / crystal centering (~240 sec / sample)
Or  25 samples per hour (loop) / 15 samples per hour  (crystal)

Movie recorded in 02/2018  

Tons of Data ; Fast file system required
Fast feedback required to achieve high 
throughout

Needs: Better spot finder (dozor: done)
More protocols (vector) / Sorting / Strategy  

Leveraging existing codes: 
Xrec & C3D; dozor

Staubli TX60 TX60L
Inhouse Gripper
24 Unipucks (384 samples 
Dewar: (AbsolutSystem)



5

Automated Data Processing 
(raster, edna, data reduction, dimple, phasing …)
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Optimizing computing hardware and software (inhouse improvements): 
3x time speed up for data reduction and ligand binding studies. 
Data Reduction: from ~ 90 secs to 30 secs: fast_dp_nslsii (H. Bernstein, D. Kreitler et al. et JJ)
Dimple: from ~50 secs to 12 secs: dimple_nslsii (H. Bernstein et al. et JJ)
fast_ep_nslsii (E. Lazo et al. et JJ) 

Github: https://github.com/nsls-ii-mx

• @ NSLS-II central facility: 23 nodes: ~ 720 cores (56 Gb/s IB to GPFS; 10 Gbs/ node to node) 
• @ NSLS-II central facility: 2 x 16 TB SSD fast buffer (NSDs) GPFS
Happily share compute resources when AMX and or FMX not in operation slurm (D. Hidas): 
Accelerator Division, covid-19 (DOE), vina (CBMS work), radiation simulations, SAXs: feel free to reach out if you need access. 

Dec 2020
+

2 high density nodes
16 CPUs

512 cores/1024 threads
AMD  (4 U total)

SDCC
Globus EndPoint
Jupyter Hub
Controls Compute Nodes
Transfer to cloud services ?
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ISPyB/SynchWeb
• ESRF / DLS 

• Monitor data processing 
results (samples, data)

• Will implement more functions 
soon 

(shipping, reporting …) 

• DLS staff helped install

• ALS installing on MX and SAXs 

• Post Processing ?



Overnight with limited support
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• Increased demand (academia and PR) 
• More online documentations including videos
• Support from home (local contact discretion ~ 10 PM) 
• Special overnight manual with most common issues and steps for recovery 
• UserScreen functions on LSDC  
• FloCos trained to recover robot from collision (part of user training) 



Local Vs Remote NoMachine-NX
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Local Vs Remote
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Local Vs Remote
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QHD: 2560x1440



Local Vs Remote
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UHD: 3840x2160



Communications: training / beamtime 
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Staff to Staff: teams (various teams, meetings, video chats …) 
Staff to Staff during user beamtime: group SMS (works “well”) 

User <-> Staffs: chat (amxnsls2, fmxnsls2…) + bnl.gov emails
All AMX staff have access to chat, all necessary files shared across beamlines (AMX/FMX) 

For training of new users: video chat using a beamline iPod touch (wifi; teams …) 
zoom on staff laptops (remote connection to collect data etc …) 

All remote users are required to obtain a bnl domain account including bnl email 
Could users use teams as well ? 

All chats, email used for transferring data in Globus are stored in a spreadsheet shared between the 2 MX 
beamlines. (future database)

We see significant increased throughput for returning users (“unprecedented number of samples”)

mailto:amxnsls2@gmail.com
mailto:fmxnsls2@gmail.com


Remarks & Acknowledgements

• LS: AMX, FMX, LIX, CryoEM and all staff 

• Herbert (HDRMX)

• Operations support

• ESH group 

• ICT group DAMA/SDCC 

• Shipping and Receiving 740

• Accelerator staff
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Large number of samples (expert PR user)
High throughput for ~ 1 Å resolution of SARS-CoV-2 protein target:
100’s of very high resolution

testament that remote access can work and deliver near onsite experience 

We do see decreased remote access performances (NX limitations / bandwidth)


