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Problem Identification
What serious problem or challenge with broad significance does your use of technology address? Explain your context and the existing conditions that you are trying to improve or rectify. 
As a town in a developing country gains access to more technological resources, it is able to make significant gains in improving the human condition in both education and economic development. One obvious technology is internet access:  “the benefits of broadband are profound – in opening up young minds to new horizons through educational technologies; in empowering women… and in helping family breadwinners find work, a better salary or return on their goods”[1].  In fact, there is a strong correlation between the United Nations (UN) Human Development Indicator and the Internet throughput of a country [2]. 

Measuring the progress of internet availability, then, becomes important for planners and policy-makers to know which communities have access to and are utilizing internet technologies. The Internet is now an integral part of everyday life and a major factor in today’s information age and it is still in the phase of rapid expansion in function and coverage. Thus quantifying the Digital Divide between regions around the world is crucial, not just for identifying those countries most in need of help, but also for measuring the impact and benefits of internet access. 

Our technology/project addresses the challenge of quantifying the Digital Divide by measuring the end-to-end performance of the Internet worldwide, on a regular basis, now and since 1998. This enables us to track the exponential performance growth of the Internet, in particular since the emergence of the Web.  The technology is complementary to other measures for both the Internet (e.g. bandwidth capacity per country, number of users) and development measures (GDP, numbers of cell phones and PCs etc.). Our project is also unique in terms of coverage (over 160 countries), long-term (15 years) public access to continuous historical data, and the active end-to-end nature of the measurements.

The current focus of our measurements is to quantify the Digital Divide by world regions. This information is critical to understand the disparities, set expectations, draw attention to the relative disparities, inform decision makers and funding sources of where and how to improve performance. Nowhere is this disparity greater than in Africa where less than 10% of the population of over a billion people has access to the Internet. This compares to 65% for Europe, and 55% for the Americas. Thus much of our focus in the last decade has been on using and extending our technology to identify the Digital for Africa.

[1] UN’s Broadband Commission for Digital Development, see http://www.broadbandcommission.org/Documents/Broadband_Challenge.pdf.
[2] Cottrell, 2012, see http://www.slac.stanford.edu/xorg/icfa/icfa-net-paper-jan12/report-jan12.docx.

Technology Innovation
Please describe your technology, or novel application of an existing technology, with emphasis on the innovation(s) that you have contributed. How is your new technology or application distinctive from previous solutions addressing the same or similar problems?
Describe your technology, or novel application of an existing technology, with emphasis on the innovation(s) that you have contributed 

We utilize the ubiquitous and simple ping application that is installed on almost all network connected hosts worldwide today. Ping provides the ability to send an echo request to a remote host and receive an echo response in reply. This enables regular, direct measurement of end-to-end performance between pairs of hosts (monitoring host to remote/monitored host).  The measured metrics include: the Round Trip Times (RTTs); packet loss patterns; jitter; the unreachability of the remote host; anomalies such as duplicate packets (i.e. receiving more than a single response to a request) and out of order responses; derived metrics such as throughput, quality of the connection with respect to supporting voice over IP (Mean Opinion Score – MOS); and the directness (compared to as the crow flies) of the actual network path between monitoring and remote host.

We have installed the monitoring software at over 90 hosts in 23 countries. Every 30 minutes, these monitor hosts send a set of pings to about 100 remote hosts (Beacons) that are each representative of a geographical region or affinity group that we are monitoring. Some monitoring hosts, such as those in Pakistan, at the International Centre for Theoretical Physics (ICTP) in Trieste Italy, CERN in Geneva Switzerland and at the SLAC National Accelerator Laboratory in California, have more extensive lists of remote hosts.  In all we monitor hosts in over 160 countries.

Daily the data is gathered automatically from the monitoring hosts to archive hosts at SLAC, FermiLab in Chicago and the National University of Science and Technology (NUST) in Islamabad, Pakistan. In addition to gathering, compressing and archiving the raw data, it is aggregated into hourly, daily, monthly, and yearly interval tables. For each such temporal aggregation there are 16 tables of metrics. Each table has a row for each end-to-end pair (monitor/remote) of hosts and a column for each temporal interval (hour, day, month, year).   

The raw and analyzed data is publicly available for selection and  download via the web. The main interface is via an interactive form that provides the ability to select what data to display in a table. The selections include: the metric; interval; the monitoring host or the global region or country or affinity group of a set of monitoring hosts; the remote host or the global region or country or affinity group of a set of remote hosts; the ping packet size (100 or 1000Bytes) etc. The data in the table can be sorted, is colored to help in identifying performance levels, and provides navigation to more detailed information such as meta-data, time series, frequency graphs etc.  In addition the aggregated data can be selected and downloaded for further analysis via a web query. The meta-data describing the hosts, their names, addresses, location (including latitude and longitude), contacts etc. is also available for download.

How is your new technology or application distinctive from previous solutions addressing the same or similar problems?

PingER as an active end-to-end (E2E) monitoring project distinguishes itself along several major dimensions compared to other such projects:

· There is a consistent archive of accessible data measured at regular time intervals scanning over 14 years of Internet history. No other active E2E monitoring project has such a history.
· Other such projects cover mainly N. America, Europe and East Asia. PingER covers over 160 countries including over 45 in Africa.
· PingER provides many more metrics than other such projects, for example the Mean Opinion Score, directness of connection, several loss patterns.
· PingER provides multiple aggregations by country, region, affinity group and various time intervals (hourly, daily, monthly, yearly) and available reports
· PingER’s data is rich enough to be compared with development and economic indices from organizations such as the UN and the International Telecommunications Union (ITU).
Impact
What impact has your technology had on the relevant problem in the field? Who and how many people have benefited, and how? Please present evidence from credible sources to support the claimed impact. Note that objective, methodologically rigorous assessments of impact will be given the most weight by the judges. If there are known unintended or negative consequences, please address these by discussing how you have, or plan to, deal with these issues.
What impact has your technology had on the relevant problem in the field? Who and how many people have benefited, and how? Please present evidence from credible sources to support the claimed impact. Note that objective, methodologically rigorous assessments of impact will be given the most weight by the judges.

Initially the main beneficiaries were the High Energy Physics (HEP) community.

Starting this millennium the monitoring has been extended to cover developing regions, in particular: South America, South Asia and Africa. This was driven by the need to quantify and publicize the DD in terms of Internet performance and then to help bridge it. This is critical since, as we have shown, Information Technology by providing access to information, global markets, transparency, accountability, collaborators etc. is a major enabler to assist countries in developing and raising their standard of living. If the DD is not bridged, then many unstable countries beset with strife, poverty, corruption, disease, hunger, lack of education,  poor infrastructure etc. are unable to fully develop and contribute to the world good, slip further behind the rest of the world and risk becoming failed states. This has both moral and world-wide consequences in terms of radicalism, terrorism, refugee crises, stress on world resources, etc. To help address publicizing the nature of the DD and what can be done about it, we have used the PingER results to quantify and illustrate the DD and make recommendations to multiple audiences. For example, we have reached out to educators, students, technologists, and decision makers by: 
· Giving series of lecture courses and invited talks on Internet performance and the DD at the ICTP in Trieste, and in developing and unstable countries such as Egypt [Eg1][Eg2], Ethiopia [Et], Pakistan, Zambia [Za2], and the Democratic Republic of the Congo [DR]. Typically 40-100 people would attend.
· Making presentations and meeting with government officials in Brazil [Br], Georgia [Ge], Pakistan, India and Romania [Ro] to provide factual information and guidance on how to move forward; 
· Making four trips of about 2 weeks each to Pakistan, where we lectured to students and faculty and met with higher education and government officials to provide detailed case studies of the region, identifying major areas that needed improvement (last mile and power provision) that has been successfully acted upon.
· Spreading the word on the DD by making presentations to major organization such as: the APS [AP1][AP2];  ICANN [IC]; Internet2 [In]; the International Committee for Future Accelerators (ICFA); the Internet Service Providers Association of South Africa [Sa]; the electronic Geo-physical Year in Africa (eGY Africa) [eG]; the International Helio-physical year (iHY) [IH]; the European Geosciences Union General Assembly session on African Cyberinfrastructures, held in Vienna, Austria April 22, 2009 [EG].
· Joint authorship of publications on the DD information to journals such as the: Russian Journal of Earth Sciences, Vol 11; the book "m-Science Sensing, Computing and Disseminaton" ISBN 92-95003-43-8

In addition we have provided publicly accessible case studies of the impact on Internet performance of events such as: the Japanese earthquake/tsunami; uprisings in Libya and Egypt. Understanding the impact of such major events on communications is critical, since at just such times communication is most needed in order to understand, react, and decide if and how to provide assistance and aid. We have also provided case studies on: major cable cuts in the Mediterranean; the “going live” of the first terrestrial links to various countries, in particular East Africa; and the Pakistani Educational and Research Network (PERN) performance improvements. These are important to understand the importance of robust networks and redundancy, and how new developments can dramatically improve communications.

Outside the DD field the data has also been used for:
· Trouble shooting; for example, identifying significant changes in performance.
· Setting expectations for distributed collaborations including the performance of applications such as Voice over IP or data transfer.
· Identifying the optimal location to provide a service such as HotMail. Knowing the performance between PingER hosts in similar locations as the client and the various HotMail servers, one can optimize which server to access from the client.
· Choosing which available Internet Service Provider to use, e.g. for a site such as a residence or a university with multiple possible providers.
· Deciding where to site a service.

As a side impact we have worked with/mentored over 20 students from Stanford and Pakistan for up to 2 years.  They have gone on to pursue PhDs or MS’, to start-up or join companies, etc.
If there are known unintended or negative consequences, please address these by discussing how you have, or plan to, deal with these issues.

Our main concerns and ameliorations for potential negative consequences have been:

Concern: Limit the impact of our measurement traffic on the Internet, especially for hosts in developing countries that have limited bandwidth. 
Amelioration: For most remote hosts monitored we limits ourselves to an aggregate of 100bits/sec between monitoring host – remote host pair. For hosts with particularly poor bandwidth we limit this further to 10bits/sec.

Concern: Ensure the application does not jeopardize the security of the monitoring site. 
Amelioration: WE recommend that the installation, configuration etc. be performed by the monitoring site’s administrators so it is managed and configured according to their security policies.

Concern: Maintain a low resource cost infrastructure. 
Amelioration: Archived data is compressed to reduce storage needs. The hardware requirements for the monitoring host are minimized. The remote hosts are existing hosts. This is important since many of the hosts are in developing countries, so cost is a big issue.  No licenses are needed by the monitoring or archiving hosts, the software is open source.

Concern: Sustainability in the light of the fact that several active end-to-end network measurement projects [Pr] such as the NLANR Active Measurement Program (AMP) and the Internet2 Surveyor have been terminated after a few years.
Amelioration: The decision to rely on the monitoring site to provide hardware and administration dramatically simplified the project by removing the barrier of centrally funded hardware refresh that includes procuring, configuring, shipping, installing etc. A further simplification eliminated the need to install software or require special administration at the remote hosts. The measurements, data-gathering, archiving, raising alerts, creating and making available on-line reports are automated.  FAQs are provided to assist in debugging. 
 [AP1] Quantitative Measurement of the Digital Divide, L Cottrell, S Khan, presented at the APS meeting, Jacksonville Florida Apr 15, 2007.
[AP2] Quantifying the Worldwide Digital Divide: The Emergence of Africa, L Cottrell at the APS annual meeting, Anaheim, Apr 30-May 2nd 2011
[Br] ICFA/SCIC Network Monitoring, presented by L Cottrell at the Digital Divide and HEPGrid Workshop, UERJ Rio de Janeiro, Brazil, Feb 16 20, 2004 
[DR] Table of Contents of Lectures, L Cottrell at Ecole SIG on Nouvelles Technologies en Democratic Republic Congo, 12-17 Sep, Organisee par l’Universite de Kinshasa 
[eG] African Internet Performance, Fibres and the Soccer World Cup, prepared by Les Cottrell, presented at the eGYAfrica conference, Accra, Nov 2010.
[EG] eGY-Africa: addressing the digital divide for science in Africa, C. Barton, M. Petitdidier, R. L. Cottrell,  P. Fox,  presented at the EGU General Assembly session on African Cyberinfrastructures, Vienna, Austria Apr 22, 2009. 
[Eg1] Syllabus of lectures given at the SPACE Weather School: Basic theory & hands-on experience, University of Helwan / Egypt, Sep 18 – Oct 3, 2010
[Eg2] African Internet Performance, Fibres and the Soccer World Cup, L Cottrell, ibid.
[Et] Internet View of the Digital Divide, Especially for Sub-Saharan Africa, L Cottrell at the IHY Africa Workshop 11-16 Nov 2007, Addis Ababa, Ethiopia
[Ge] Quality of Service, L Cottrell at the NATO Advanced Networking Workshop, Tbilisi, Georgia, 16 Oct, 1999.
[IC] PingER E2E Internet measurements: what we learn, L Cottrell at the OARC/TechDay for the ICANN San Francisco Mar 7th, 2011 
[IH] African Internet Performance. How Bad is it? What Can be done?, L Cottrell at the IHY Africa/SCINDA 2009 Conference, Livingstone, Zambia, 7-12 Jun 2009. 
[In] African Internet Performance, Fibre and the Soccer World Cup , L Cottrell & U. Kalim,  Internet2 Africa Regional Interest Group meeting, Monday 5th Oct 2009, San Antonio, Texas 
[Pr] Comparison of some Internet Active End-to-end Performance Measurement projects, see http://www.slac.stanford.edu/comp/net/wan-mon/iepm-cf.html, L Cottrell 1999.
[Ro] Worldwide Network Performance and Monitoring, L Cottrell at the international seminar on "the Romanian Potential regarding Grid Activities and Distributed Computing" 20-21st Apr 2002, Bucharest, Romania.
[SA] Quantifying the worldwide Digital Divide: the emergence of Africa, L Cottrell, ISPA/iWeek, Pretoria, S. Africa, Sep 21, 2011
[Za] Digital Divide Africa, eGY and the way Forward, V. Chukwuma, B Rabiu, M Petitdidier, L Cottrell, C. Barton, at IHY Africa 2009, Zambia Jun 2009
Description of Potential Negative or Unintended Consequences*
Describe any outcomes that may not be beneficial that you have considered. Who might consider your application problematic and why?
Older, poorly configured hosts can be compromised by the ‘Ping of Death’[Pi1]. Also it is possible to use ping to make a simple denial of service attack [Pi2]. Thus some administrators will block pings causing PingER measurements to that host to fail. We use an emulation of ping using a different instead of ICMP) to see if the host is up and responding to other applications besides ping. 

For remote hosts with limited Internet bandwidth connections, such as some of those in developing regions, even the 100bits/sec used can be a problem if there are many hosts monitoring it. We can also restrict the size in bytes of the pings so we only require 10 bit/sec on average.  If we find the Internet bandwidth capacity of the remote host is less than 64kbps (i.e. the instantaneous PingER load on the host is greater than 1% of the capacity) then we will stop monitoring that host.

The data is protected from data loss by using RAID disks, and maintaining 2 copies of the data, one at SLAC, the other at NUST.

[Pi1] Ping of Death, see http://en.wikipedia.org/wiki/Ping_of_death 
[Pi2] Ping Flood, see http://en.wikipedia.org/wiki/Ping_flood

Scaling and Replication Potential*
What is the potential for this technology to be used to serve more people? If you have plans to scale up, please discuss them. Could your work be a model for others to emulate, and/or could this technology be put to use in other places or contexts?
The project is highly scalable. It has been scaled over the years from a project with a single monitoring site making measurements to about 50 other High Energy Physics sites in the US, Canada and 4 countries in Europe to one that now has over 90 monitoring sites in 23 countries making measurements to hosts in over 160 countries covering 99% of the world’s Internet users.

Besides using the technology to provide an overall view of Internet performance from multiple different vantage points, the infrastructure has been deployed for: 

· The National Transparent Optical Network (NTON) around the San Francisco Bay Area;
· The Cross Industry Working Team (XIWT) to understand the network performance of its members;
· The early 2000’s IPv6 network in the US;
· Measuring the effect of Quality of Service in ESnet;
· The Pakistan Education and Research Network (PERN) have replicated it at its Points of Presence (PoPs) and the major universities. It serves to measure and understand the performance of their network; 
· We have a Memorandum of Understanding with the University of Malaysia in Sarawak to extend the project to them.
The technology is very simple. It uses the ubiquitously available Internet ping application. There is no need for remote sites to do anything as long as pings are not blocked.  A beauty of the technology is that it uses widespread public domain software. There are no licenses needed. Further the reports are freely available, and the data itself can be easily downloaded for further data analysis.  

There is an extensive web site [Pi] describing the project, how to join, how to install the monitoring application, its coverage, visualizations including YouTube videos and an animation, case studies, and annual reports. Since the results are freely accessible on the web, we use ClustrMaps [Cl] to track the accesses. Typically there are 20-30 hits daily to the top level web page and in the 2.5 months since mid-January 2012 there have been visits from over 100 countries. Similar levels of activity are seen for more detailed PingER web pages such as the main tabular page of results [Pt]. 

Adding more remote hosts is trivial, simply a macro database entry to describe it. 

The monitoring hosts have extremely modest requirements. Typically each monitoring host consists of a 500MHz or better Linux server with 200Mbytes or more of main memory, a 10Mbps or better network interface, plus 2Gbyte or more of disk storage. In one case we set up a monitoring host in Zambia that consisted of embedded Linux processor costing ~ $100 [eP]. 

The network load required by the monitoring application is also very modest at about 100bytes/sec per monitor-remote host pair, and this can be reduced to 10bits/sec per monitor-remote host pair for hosts that have very limited bandwidth (e.g. in some developing regions). 

The installation of the monitoring application has been automated so it takes less than half a day to install. The monitoring application is stable and has many hooks to enable remote debugging of the monitoring host and the application.  Once installed the monitor host runs unattended.

The project hosts provide the daily data gathering, archiving, analysis and report creation, together with web access to the reports etc. [We].  The requirements to replicate the project by adding a project host (there is a project host in Pakistan and at SLAC) include: a web server, and a Linux measurement host (they can be the same host) with about 500GBytes of disk storage. The disk storage is expected to grow driven by the extended time the data has been collected, and a small increase in the number of pairs (monitor-remote host). Adding a project host is a fairly major task requiring about half a Full Time Equivalent (FTE) person-year. The on-going support of a project is about 10% of an FTE. This is to respond to error reports (failure to gather data, identifying and replacing non-responding remote hosts), notify contacts at non-working monitoring hosts, and to respond and assist with requests to add new monitoring hosts.

The measurement ideas of PingER have been a direct model for how ping monitoring is implemented in the Internet perfSONAR project [pe]. In fact  that part of the perfSONAR project retains the name PingER. The measured data formats of the original IEPM/PingER and the perfSONAR/PingER are identical and we are working on aligning the analyzed data formats. 

[Cl] ClustrMaps, see http://www.clustrmaps.com/
[eP] ePingER Project, see https://confluence.slac.stanford.edu/display/IEPM/ePingER+Project
[pe] perfSONAR, see http://www.perfsonar.net/|
[Pi] PingER home site, see http://www-iepm.slac.stanford.edu/pinger/
[Pt] PingER Table of results, see http://www-wanmon.slac.stanford.edu/cgi-wrap/pingtable.pl
[We] PingER home site, see  http://www-iepm.slac.stanford.edu/pinger/

Please provide a 75 word profile of your technology as you would like it to appear on our website.
Though many of us take for granted fast, reliable, easy Internet connections, millions in developing countries have been further alienated and disadvantaged by the Digital Divide.  Since 1998 the PingER project has been working to remedy this through active end-to-end monitoring of the worldwide Internet, to gather, quantify and share data, with the goal of identifying and remedying poor performance so that all people can successfully harness the great tool that is the Internet.  
Recognition of Contribution 
Specify if this work draws upon the intellectual property or substantive contributions of others who should be acknowledged and appropriately referenced.
The development was initially at SLAC, funded by the U.S. Department of Energy, and led by Les Cottrell with Connie Log. Warren Matthews, John Haplerin and  Bruce made major extensions and improvements.  Dave Martin (then of FermiLab) added support for multiple monitoring hosts. Maxim Grigoriev of FermiLab set up a second  (the first was at SLAC)  archive host and also provided time series plots of past PingER data.  Robin Tasker of the Daresbury Lab in the UK and Franca Fiumana of INFN-CNAF in Bologna, Italy extended the current time series plots. After Warren Matthews left SLAC for Georgia Tech he developed, with a student, a much improved data measurement tool as well as code distribution. Since 2004, the project has received a major source of support from the National University of Sciences and Technology (NUST) School of Electrical Engineering and Computer Science (SEECS).  Since 2004 several new graphical user interfaces, new metrics, traceroute measurements, improved infrastructure management, and case studies have been added by graduate students from NUST. Of particular mention here are Umar Kalim, Faisal Zahid, Shahryar Khan, Amber Zeb, Sadia Rehman, Fahad Satti, Zafar Gilani and Akbar Mehdi.  Umar Kalim also ported the archiving/analysis/presentation infrastructure to NUST. 
Support has been provided by SLAC and the DoE, together with the Pakistani Higher Education Commission (HEC). Encouragement has been provided by the International Centre for Theoretical Physics (ICTP) in Trieste, the International Committee on Future Accelerators (ICFA), and the International GeoPhysical year among others.
How the cash prize will be used if you are selected to receive it.
Briefly describe below how the cash prize will be used if you are selected to receive it.
The funding will be used to provide assistance for: travel for coordination with collaborators in Malaysia and Pakistan; graduate students to spend time at SLAC; and continued support for the management of the data collection, analysis and report generation for the project. 

