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Outline 

•  Optimizing the LAT for Science 

•  Instrument Response Functions (IRFs) 

•  Review of LAT Performance and IRF Parameterizations 

•  Validating and Calibrating the LAT IRFs 

•  For more detail on the topics presented here see the LAT 
Performance Paper: Ackermann et al. 2012, 2012ApJS..203....4A 
[arXiv:1206.1896] 

2 



OPTIMIZING THE LAT FOR SCIENCE 
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Wide Variety of Analysis Subjects 

MW Variability Morphology, Source Extension 
and Counterpart Identification 

SEDs and Spectral  
Components 

DM Searches 

Single Photon 
Studies 

Catalogs, Population Studies and 
Contribution Estimation 

No real “standard” 
analysis, lots of 
particular cases. 



Fermi-LAT Science Covers Huge Phase-Space 
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Solar Flare/ GRBs TGFs 

Point Sources 

Galactic Diffuse  Isotropic Diffuse &  Dark Matter 

Different data selections for different science cases. 



Particle Rate Reduction and Event Selections 

Factor of > 105 in bkg. reduction is achieved in several stages. 
 
About 50% γ-ray efficiency inside fiducial volume from 1-100 GeV. 

Event Rates over 1 Day Acceptance for Selections 



INSTRUMENT RESPONSE 
FUNCTIONS 
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LAT Coordinate system 



Instrument Response Functions 

Measured Energy & Direction 

True Energy & Direction 

Effective Area 

Point-spread 
Function (PSF) 

Energy Dispersion 

Expected Count Rate 

Instrument Response 

Source Flux 

Instrument Response Functions (IRFs) provide a translation between the true 
flux of gamma-rays on the sky and measured distribution of energy and 
direction in the LAT data. 
We parameterize our IRFs as a function of gamma-ray energy and its arrival 
direction in the LAT coordinate system. 



Effective Area 

•  Effective area combines the 
geometric cross section of the 
LAT with the average detection 
efficiency 

•  If the LAT was 100% efficient at 
detecting gamma-rays this 
would be equal to the projected 
geometric area of the LAT 
(Ageom) 

•  Product of effective area and 
flux tells you the number of 
gamma rays you expect to 
detect per unit time 

θ ϕγ 

Aeff = Ageom × Efficiency 
 

Rγ = Aeff × ϕγ 

Ageom 



PSF and Energy Dispersion 

•  Whereas the effective area is a scalar the PSF and Energy 
dispersion are both probability distribution functions (PDFs) 
–  PSF: Probability to measure an event with direction v’ given a 

true direction v 
–  EDISP: Probability to measure an event with energy E’ given a 

true energy E 

•  We generate the expectations for the measured distribution in E 
and v by performing a convolution of the true source model with 
each of these PDFs 

•  Note that the reverse process of deriving the true distribution from 
the measured one (i.e. deconvolution) can be nontrivial 



Effects of LAT Pointing 

Vela: DEC = -45°, β = -60°  Crab: DEC = +22°, β = -1°  

Each point in the sky 
traces a complicated 
path in the LAT frame 
which depends on 
declination and ecliptic 
latitude (β) 

The LAT response depends primarily 
on the angle w.r.t. the boresight (θ) 
“Observing profile”: observing time as 
a function of θ	


 
The “effective” instrument response at 
a point on the celestial sky is 
computed by weighting the response 
at each incidence angle by its livetime. 

Observing Profile for Vela 



Deriving Instrument Response Functions 

•  LAT response functions are derived from a detailed MC simulation 
of the full LAT detector 
–  GEANT4 is used to model the propagation of particles in the 

detector volume – this requires a detailed mass model for all 
detector components (geometry, material composition, etc.) 

–  After simulation of particle interaction we simulate the LAT 
trigger, filter, and data acquisition 

–  Reconstruction and Event analysis are then applied to the 
simulated data in the same way as flight data 

•  In practice we produce simulations of an isotropic gamma-ray 
source in instrument coordinates that spans all energies 

•  Simulated gamma-rays are then binned in energy and incidence 
angle and we fit/evaluate the response in each bin 



Modeling the Ghost Effect 

•  The LAT response also depends on pileup effects – ghost signals 
which are left by out of time events 

•  We model ghost signals in our simulations by injecting overlay events 
into the MC  

•  We take overlay events from a library of periodic triggers which sample 
the quiescent state of the detector 

simulated γ ray 

ghost signals 
(taken from periodic 
trigger) 



LAT IRF MODELS AND  
PERFORMANCE 



Event Classes 

•  In order to meet the requirements of 
different science analyses we provide 
event classes with different levels of 
background contamination 
–  TRANSIENT: short timescale 

analysis (< 200 s) 
–  SOURCE: point-source analysis and 

diffuse-source analysis at low latitude 
–  CLEAN/ULTRACLEAN: diffuse-

source analysis at high latitudes 

•  Each event class has its own set of 
response functions (effective area, PSF, 
and energy dispersion) – these are found 
in the CALDB of the ScienceTools 

•  In general the event class influences the 
PSF and EDISP response as well as the 
effective area 

SOURCE 

CLEAN 



Tuning Cuts for Background Reduction 

P7SOURCE, P7CLEAN and P7ULTRACLEAN were developed w/ flight data 
Too much background to use this method for P7TRANSIENT.  

Energy dependent cut rejects 5% of 
event at all energies. 

Cut rejects larger fraction of events. 

X v. E for γ-rich sample X v. E for γ-poor sample 



Effective Area 

Effective Area for  
Front Events 

Inclination  
Angle 

Gamma-ray  
Energy 

Effective Area declines 
at low energies and 
large off-axis angles 



Effective Area 

Aeff vs E at θ=0 deg  Aeff vs θ at  

Aeff integrated over θ (Acceptance) 



Post Launch MC-Based corrections to Aeff 

Aeff  is affected by ghost signals 
and correlates with trigger rate 
and “deadtime fraction”. 

“Overlay” periodic triggers from 
flight data on MC events to 
estimate scale of effect as a 
function of energy. 

Aeff v. Deadtime  Slope of (left plot) v. Energy 

φ dependence map @ 10GeV 
 



LAT Point-Spread Function 

•  We parameterize the LAT PSF as a 
double King function 

•  We use a King function instead of a 
gaussian to model the tails of the 
PSF –the King function reduces to a 
Gaussian in the limit that γ goes to 
infinity 

•  In order to remove the large 
variation of the PSF with energy we 
fit the IRFs in a dimensionless 
parameter (scaled angular 
deviation) 

•  We store the representation of the 
PSF as FITS tables with dimension 
of energy and inclination angle for 
the King function parameters (σ,γ) 

Fit of PSF (on axis, 5GeV) to 
Double King function 

MC PSF Distribution (E=5 GeV) 

King Function 



Point-Spread Function 

•  LAT PSF approximately scales 
as the sum of two terms 
combined in quadrature 

•  At low energies multiple 
scattering dominates and the 
PSF improves as ~E-0.8 

•  At high energies the SSD pitch 
dominates and the PSF is 
approximately constant with 
energy 

•  Due to larger thickness of 
conversion foils the Back PSF is 
~2x larger than the Front PSF 

Multiple Scattering 

Instrument Pitch 



Point-Spread Function 

•  LAT PSF is generally better 
on-axis but variation with 
incidence angle is much 
smaller than with energy 

•  At high energies > 10 GeV the 
tails of the PSF are 
substantially larger due to CAL 
backsplash effect – this will be 
partially mitigated in Pass8 

Scaled R68(E,θ) – FRONT  The Astrophysical Journal Supplement Series, 203:4 (70pp), 2012 November Ackermann et al.
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(a) Front
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(b) Back
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(c) Front
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(d) Back

Figure 56. Scaled 68% containment radius (top) and the ratio of 95% to 68% containment radii (bottom) as a function of (E, θ ), for front- and back-converting events
in the P7SOURCE_V6 IRFs.
(A color version of this figure is available in the online journal.)

The σ and γ values are stored in tables of PSF parameters
as SCORE, STAIL, GCORE and GTAIL respectively. Because of
the arbitrary normalization used in fitting the PSF function,
fcore must be extracted from the NTAIL table parameter, in
conjunction with SCORE and STAIL:

fcore = 1
1 + NTAIL · STAIL2/SCORE2 . (39)

The fitting function has been revised several times since the
development of the first preliminary response functions. The
version described here is the one currently being used and is
different from e.g., that used for P6_V3 IRFs. A description of
the fit functions used in the past is given in Section 6.1.2.

6.1.2. Legacy Point-spread Function Parameterization

The first set of publicly released IRFs, P6_V3, used a slightly
different PSF parameterization. Specifically, it allowed for only
one σ parameter and fixed the relative normalization of the two
King functions by constraining the two to contribute equally at
xb = 2

√
5σ . So for P6_V3 we used

P (x) = fcoreK(x, σ, γcore) + (1 − fcore)K(x, σ, γtail), (40)

with

fcore = 1
1 + K(xb, σ, γcore)/K(xb, σ, γtail)

. (41)

6.2. Point-spread Function from On-orbit Data

During the first year of the mission, we observed that for
energies greater than a few GeV the distributions of γ rays
around isolated point sources were systematically wider than

the expectations based on the PSF estimated from the MC
simulations. We observed the same discrepancies for pulsars
and blazars. In order to obtain a more accurate description of
the core of the PSF for sources that are observed at a typical
range of incidence angles, starting from the then-current Pass 6
IRFs, we derived the PSF directly from flight data, by means
of a stacking analysis of selected point sources. The details of
this analysis are described in Ackermann et al. (2012e). Here
we summarize the procedure, the associated uncertainties, and
the impact on high-level source analysis.

6.2.1. Angular Containment from Pulsars

In the 1–10 GeV energy range bright pulsars are excellent
sources for evaluating the in-flight PSF: not only they are among
the brightest γ -ray sources, providing abundant statistics, the
pulsed emission is very stable and the angular distributions of γ
rays around the true positions can be estimated readily by phase
selecting γ rays. The Vela pulsar is the brightest pulsar and an
analysis with adequate statistics can be based on Vela alone.
In the remainder of this section, we describe the procedure for
Vela only; the extension to an arbitrary number of pulsars is
straightforward (see Ackermann et al. 2012e).

We use the P7SOURCE Vela calibration sample, which we
divided into front- and back-converting subsamples, and bin
the data in 4 energy bins per decade. We then calculate the
pulsar phase for each γ ray. As mentioned in Section 3.6.1,
we define [0.12, 0.17] ∪ [0.52, 0.57] as the “on” interval and
[0.8, 1.0] as “off” (see Figure 15 for the phase histogram). Next
we calculate the containment angles: the position of Vela is
known with a precision that greatly exceeds the LAT angular
resolution, which can be assumed as the true source position.
We make histograms of the angular deviations from Vela for

46
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Energy Dispersion 

•  We use a piece-wise function to to fit 
independently the low and high 
energy part of the energy dispersion 

•  LAT energy dispersion is highly non-
gaussian and asymmetric with a low 
energy tail that is generally larger 
than the high energy one 

•  Fitting is performed in a 
dimensionless variable (scaled 
deviation) which removes the first 
order dependence on energy and 
inclination angle 

•  As for the PSF we store the energy 
dispersion representation using FITS 
tables of the function parameters 
versus energy and inclination 

The Astrophysical Journal Supplement Series, 203:4 (70pp), 2012 November Ackermann et al.
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Figure 66. Histogram of the scaled energy deviation, as defined in Equation (49),
fitted with the function D(x) in Equation (51). The plot refers to the (E, θ ) bin
centered at 7.5 GeV and 30◦ for the front section.

Table 19
Numerical Values of the Split Point x̃ and of the Four Exponents γ in

Equation (51) that are Fixed When Fitting the Scaled Energy Deviations

x̃ γL γl γr γR

1.5 0.6 1.6 1.6 0.6

7.1.2. Fitting the Scaled Variable

The scaled energy deviation, as illustrated by the example in
Figure 66, has a well-defined core accompanied by elongated
tails. We found we can effectively fit this structure with several
piecewise functions of the form

R(x, x0, σ, γ ) = N exp
(

−1
2

∣∣∣∣
x − x0

σ

∣∣∣∣
γ )

. (50)

Indeed we model the energy dispersion D(x) within each (E, θ )
bin as four piecewise functions:

D(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

NLR(x, x0, σL, γL) if (x − x0) < −x̃

NlR(x, x0, σl , γl) if (x − x0) ∈ [−x̃, 0]
NrR(x, x0, σr , γr ) if (x − x0) ∈ [0, x̃]
NRR(x, x0, σR, γR) if (x − x0) > x̃.

(51)
The values of the split point x̃ and of the four exponents γ of the
energy dispersion parameterization in Equation (51) are fixed
as specified in Table 19. Moreover, the relative normalizations
are set by requiring continuity at x = x0 and |x − x0| = x̃ and
therefore the fit is effectively performed with a total of six free
parameters, which are stored in the IRF FITS files: the overall
normalization Nr = Nl (NORM), the centroid position x0 (BIAS),
the two core scales σr (RS1) and σl (LS1), and the two tail scales
σR (RS2) and σL (LS2).

7.1.3. Energy Resolution

The energy resolution is a figure of merit which is customarily
used to summarize in a single number the information contained
in the energy dispersion parameterization. As illustrated in
Figure 67, we define the energy resolution as the half-width
of the energy window containing 34% + 34% (i.e., 68%) of
the energy dispersion on both sides of its most probable value,
divided by the most probable value itself. We note that this
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Figure 67. Energy dispersion at 10 GeV for front-converting P7_SOURCE
events 30◦ off-axis. The most probable value of the distribution and the 68%
containment window are indicated.

prescription gives slightly larger values of energy resolution
than using the smallest 68% containment window.

Figures 68 and 69 show the energy resolution for P7SOURCE
events as a function of energy and incidence angle. As mentioned
in Section 2.1.2 the energy resolution has a broad minimum
between ∼1 and ∼10 GeV, degrading at lower energies due to
the energy deposited in the TKR and at higher energies due to
the leakage of the electromagnetic shower out the sides and the
back of the CAL. Conversely, the energy resolution tends to
improve as the incidence angle increases. This is especially true
at high energy, where a longer path length in the CAL implies
less shower leakage—though front-converting events more than
55◦ off-axis tend to exit the sides of the CAL and have worse
energy resolution.

7.1.4. Correlation between Energy Dispersion and PSF

As stated in Section 1, we factorize the IRFs, effectively
assuming that the energy and direction measurements are
uncorrelated. We use our allGamma MC sample to test this
hypothesis. We locate each event within the cumulative PSF
and measured energy distributions:

PP =
∫ α

0
P (α;E, v̂)dα,

PD =
∫ E′

0
D(E′;E, v̂)dE′. (52)

If the IRFs perfectly described the MC sample, both of these dis-
tributions should be flat. Furthermore, if there are no correlations
between the energy measurement and the direction estimate, the
two-dimensional combined distribution should also be flat. In
practice this is nearly the case; the correlation coefficient be-
tween PP and PD is small (|CP,D| < 0.1) across most of the
energy and incidence angle range, as shown in Figure 70(a).
However, in many bins of (E, θ ), we do observe a small excess
of counts with PP ∼ 1 and PD ∼ 0. Those values correspond to
events that are in the tails of the PSF and have a energy estimate
that are significantly lower than the true γ -ray energy. To quan-
tify the magnitude of this effect, we considered the fraction of
highly anti-correlated events fa with PP > 0.98 and PD < 0.02
as a function of (E, θ ). In the absence of correlations, this frac-
tion should be fa ∼ 4 × 10−4. In fact, for highly off-axis γ
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Figure 66. Histogram of the scaled energy deviation, as defined in Equation (49),
fitted with the function D(x) in Equation (51). The plot refers to the (E, θ ) bin
centered at 7.5 GeV and 30◦ for the front section.

Table 19
Numerical Values of the Split Point x̃ and of the Four Exponents γ in

Equation (51) that are Fixed When Fitting the Scaled Energy Deviations

x̃ γL γl γr γR

1.5 0.6 1.6 1.6 0.6

7.1.2. Fitting the Scaled Variable

The scaled energy deviation, as illustrated by the example in
Figure 66, has a well-defined core accompanied by elongated
tails. We found we can effectively fit this structure with several
piecewise functions of the form

R(x, x0, σ, γ ) = N exp
(

−1
2

∣∣∣∣
x − x0

σ

∣∣∣∣
γ )

. (50)

Indeed we model the energy dispersion D(x) within each (E, θ )
bin as four piecewise functions:

D(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

NLR(x, x0, σL, γL) if (x − x0) < −x̃

NlR(x, x0, σl , γl) if (x − x0) ∈ [−x̃, 0]
NrR(x, x0, σr , γr ) if (x − x0) ∈ [0, x̃]
NRR(x, x0, σR, γR) if (x − x0) > x̃.

(51)
The values of the split point x̃ and of the four exponents γ of the
energy dispersion parameterization in Equation (51) are fixed
as specified in Table 19. Moreover, the relative normalizations
are set by requiring continuity at x = x0 and |x − x0| = x̃ and
therefore the fit is effectively performed with a total of six free
parameters, which are stored in the IRF FITS files: the overall
normalization Nr = Nl (NORM), the centroid position x0 (BIAS),
the two core scales σr (RS1) and σl (LS1), and the two tail scales
σR (RS2) and σL (LS2).

7.1.3. Energy Resolution

The energy resolution is a figure of merit which is customarily
used to summarize in a single number the information contained
in the energy dispersion parameterization. As illustrated in
Figure 67, we define the energy resolution as the half-width
of the energy window containing 34% + 34% (i.e., 68%) of
the energy dispersion on both sides of its most probable value,
divided by the most probable value itself. We note that this
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Figure 67. Energy dispersion at 10 GeV for front-converting P7_SOURCE
events 30◦ off-axis. The most probable value of the distribution and the 68%
containment window are indicated.

prescription gives slightly larger values of energy resolution
than using the smallest 68% containment window.

Figures 68 and 69 show the energy resolution for P7SOURCE
events as a function of energy and incidence angle. As mentioned
in Section 2.1.2 the energy resolution has a broad minimum
between ∼1 and ∼10 GeV, degrading at lower energies due to
the energy deposited in the TKR and at higher energies due to
the leakage of the electromagnetic shower out the sides and the
back of the CAL. Conversely, the energy resolution tends to
improve as the incidence angle increases. This is especially true
at high energy, where a longer path length in the CAL implies
less shower leakage—though front-converting events more than
55◦ off-axis tend to exit the sides of the CAL and have worse
energy resolution.

7.1.4. Correlation between Energy Dispersion and PSF

As stated in Section 1, we factorize the IRFs, effectively
assuming that the energy and direction measurements are
uncorrelated. We use our allGamma MC sample to test this
hypothesis. We locate each event within the cumulative PSF
and measured energy distributions:

PP =
∫ α

0
P (α;E, v̂)dα,

PD =
∫ E′

0
D(E′;E, v̂)dE′. (52)

If the IRFs perfectly described the MC sample, both of these dis-
tributions should be flat. Furthermore, if there are no correlations
between the energy measurement and the direction estimate, the
two-dimensional combined distribution should also be flat. In
practice this is nearly the case; the correlation coefficient be-
tween PP and PD is small (|CP,D| < 0.1) across most of the
energy and incidence angle range, as shown in Figure 70(a).
However, in many bins of (E, θ ), we do observe a small excess
of counts with PP ∼ 1 and PD ∼ 0. Those values correspond to
events that are in the tails of the PSF and have a energy estimate
that are significantly lower than the true γ -ray energy. To quan-
tify the magnitude of this effect, we considered the fraction of
highly anti-correlated events fa with PP > 0.98 and PD < 0.02
as a function of (E, θ ). In the absence of correlations, this frac-
tion should be fa ∼ 4 × 10−4. In fact, for highly off-axis γ
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Energy Dispersion 

•  Behavior of energy dispersion 
over LAT phase space is quite 
different than for the PSF 

•  Variation with energy is much 
smaller and not monotonically 
improving with energy 

•  At high energies the energy 
dispersion actually improves off-
axis due to larger path length 
through the CAL 
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Figure 68. Energy resolution (68% containment half-width, as described in the text) as a function of energy and incidence angle for front (a) and back (b) conversions.
(A color version of this figure is available in the online journal.)
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Figure 69. Energy resolution as a function of energy on-axis (a) and incidence angle at 10 GeV (b) for the P7SOURCE_V6 event class.
(A color version of this figure is available in the online journal.)
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Figure 70. Correlation between the energy dispersion and the PSF in the allGamma (Section 2.5.3) sample: (a) correlation coefficient CP,D between PP and PD as a
function of energy and (b) fraction of events with PP > 0.98 and PD < 0.02 (i.e., fraction of events which are in the tail of the PSF and also in the low side tail of the
measured energy distribution).

rays in some energy ranges this fraction approaches fa ∼ 0.02;
however, averaged over the FoV, it is in the 0.001–0.0035 range
for both front- and back-converting events at all energies, as
shown in Figure 70(b).

Although we cannot reproduce this analysis with flight
data, we have studied the correlations between the energy and
direction quality estimators (PE, see Section 3.3.2 and Pcore, see
Section 3.3.3) and found similarly small effects.

In summary, averaged over several orbital precession periods
any biases caused by the correlation between the energy disper-
sion and the PSF are negligible compared to other systematic
uncertainties we consider in the paper. However, it is certainly

a potential contributor to instrument-induced variability (see
Section 8.4).

7.2. Spectral Effects Observed with Simulations

As noted in Section 3.3.2, the maximum likelihood (LH)
energy correction algorithm described in Section 3.2.1 (and
used only in Pass 6) is by construction a binned energy
estimator. We have observed that it introduces spectral artifacts
corresponding to the bins used in creating the likelihood
parameterization. In addition, due to the fact that the correction
is not reliable above a few hundred GeV, the method is
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VALIDATING AND  
CALIBRATING THE IRFS 



Flight Data Calibration Samples 

Calibration Sample Method 
Vela pulsar (2 years) 
15° ROI, qz,vela > 85° 
Very clean bkg. subtraction but cuts off around 3 GeV 

Phase-gated 

76 Bright, isolated AGN (2 years) 
6° ROI, qz > 100°, E > 1 GeV 
Need small PSF for bkg. subtraction  

Aperture 

Earth limb (200 limb-pointed orbits) 
E > 10 GeV 
Difficult to model earth limb emission below ~ 10 GeV. 

Zenith Angle 
cut 

All Sky  
E > 10 GeV (also prescaled samples at lower E) 
Useful for optimizing selections, but not precise 

Latitude 

AGN sample Vela 

All-Sky 
Shown for P7TRANSIENT event class 

Limb 



Validation and Calibration of the PSF 

•  To validate the PSF we use the Vela 
at low energies (< 10 GeV) and a 
sample of high latitude AGN at high 
energies (> 10 GeV) 

•  Since these sources have well-
measured positions at other 
wavelengths we can measure the 
‘true’ direction error of each gamma 
ray  

•  At each energy we construct the 
cumulative distribution of the 
gamma-ray excess and find the 
radius containing X % of the 
distribution 



Validation and Calibration of the PSF 

•  One of the largest discrepancies seen in the IRFs after launch was in 
the high energy PSF which was systematically broader than predicted 
by the MC above ~1 GeV – this necessitated the creation of an in-flight 
PSF which was fit to our PSF calibration samples (Vela and AGN) 

•  The P7REP data release was generated with updated CAL calibrations 
that improved the PSF relative to the P7 release and eliminated most of 
this discrepancy 

•  We developed a new in-flight PSF model for P7REP to fit the remaining 
residuals above ~10 GeV 
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Figure 2: PSF 68% containment radii for front- and back-converting events, derived from on-orbit data (using the Vela
pulsar and a stacked sample of AGN) for both P7CLEAN and P7REP CLEAN. The solid lines show the PSF
parameterizations for the P7CLEAN V6MC, P7CLEAN V6 and P7REP CLEAN V10 sets of IRFs.

2. Instrument Response Functions

The analysis of Fermi-LAT data requires a num-
ber of tools and ancillary data products including
templates for the isotropic and Galactic diffuse emis-
sion and instrument response functions (IRFs). All
components will be updated to match the charac-
teristics of P7REP data and will be released together
with the P7REP data for the purpose of improved data
analysis. A preliminary set of IRFs have been pro-
duced to match the P7REP data and have been la-
beled P7REP V10, e.g., P7REP SOURCE V10. As the var-
ious analysis components are still being validated, we
anticipate that the results shown here may change
slightly by the time the P7REP data are released. The
corresponding IRFs likewise would be a later itera-
tion (e.g., P7REP V12 or P7REP V13) with changes in
the effective area at the ∼ 5% level with respect to the
P7REP V10 IRFs presented here. The Fermi Science
Support Center (FSSC)1 is the authoritative source
for recommendations regarding the analysis of Fermi
data.
The P7REP V10 IRFs include our best understand-

ing of the instrument. As for the P7 V6 version avail-
able now, they were derived for the event classes used
in standard LAT data analysis and for the tracker
thin-converter section (front) and thick-converter sec-
tion (back) separately (see Ackermann et al. [2012] for
more details). The P7REP V10 IRFs have been de-
rived as usual using GEANT4-based [Agostinelli et al.
2003] MC simulations. However, both the effective
area and the PSF have been refined using information
from flight data.
For the effective area, analysis of photons from the

1http://fermi.gsfc.nasa.gov/ssc/data/

Vela pulsar and the Galactic Ridge have shown that,
when analyzed separately, front- and back-converting
events give inconsistent results for the absolute mea-
sured flux. The observed discrepancy is very likely
due to differences between the true and simulated in-
strument response and has been a long-standing issue
observed since launch. Because we cannot determine
from flight data whether the front or back response
is more accurate, we applied a symmetric correction
factor to both in order to keep the total front + back
effective area unchanged. The front/back ratio dis-
crepancy ranges from −8% at 100 MeV to +4% at
300 MeV and greater.

For the PSF, we analyzed P7REP CLEAN event-class
data from the Vela pulsar and a sample of 40 bright
active Galactic nuclei (AGN) and found a significant
improvement in pointing resolution above 1 GeV with
respect to non-reprocessed data. Because the on-orbit
PSF is now much closer to the MC-derived PSF, we
developed a new method to parameterize the former.
We have generated an on-orbit PSF model for P7REP
using the same King-function parameter tables as the
MC-derived PSF P7CLEAN V6MC but with different co-
efficients for the PSF scaling function, which are fit
to match the PSF distributions of the Vela pulsar and
AGN calibration data sets. We find that the PSF of
P7REP CLEAN V10 is significantly improved relative to
P7 with a 30% (40%) reduction in the PSF 68% con-
tainment radius for front (back) events above 10 GeV,
as shown in figure 2. A statistically significant 20–25%
residual discrepancy with respect to P7CLEAN V6MC re-
mains above 10 GeV for both front and back events.
Overall, we find that the new on-orbit PSF provides
a good representation of the angular dispersion while
preserving the dependence on the γ-ray incidence an-
gle.

P7REP V10 IRF tables are defined up to 1.8 TeV.
However the energy reconstruction has been tested

eConf C121028



Validation and Calibration of Effective Area 

•  A useful way to check the 
consistency of our effective area 
model is to look at cut efficiency on 
a pure gamma-ray sample 

•  Cut efficiency analysis 
–  Evaluate the ratio vs. energy 

(ηdata) of events passing two 
selections where one selection 
is a subset of the other (e.g. 
SOURCE and TRANSIENT) 

–  Evaluate the same ratio from 
MC (ηMC) 

–  If the MC is consistent with 
data then R=ηdata/ηMC should 
be equal to 1 
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Figure 43. Fractions of events in the P7TRANSIENT calibration samples that pass each part of the (a) P7SOURCE event selection (Section 3.4.3) and (b) P7CLEAN
(Section 3.4.4) and P7ULTRACLEAN (Section 3.4.5) event selections for MC simulations (lines) and flight data (points). The numbers in the legends refer to the list of
cuts in Sections 3.4.3 and 3.4.4.
(A color version of this figure is available in the online journal.)
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(A color version of this figure is available in the online journal.)
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As a simple check of our method, we split the event sample
into subsets of events converting the +x and −x sides of the
LAT. As noted in Section 5.2, the φ dependence of Aeff is the
strongest between directions toward the corners of the LAT
relative to directions toward the sides of the LAT; accordingly,

we split the data into events coming from the sides (ξ < 0.5)
or corners (ξ > 0.5), based on Equation (15). Finally, we tested
the θ dependence of the Aeff by splitting the data into on-axis
(cos θ > 0.7) and off-axis (cos θ < 0.7) subsets. The results of
these tests are shown in Figure 46. In each of these examples,
we used the P7SOURCE event sample as the starting point.

We also compare the fluxes we measure with different event
classes. By doing so, we can check the accuracy of our measured
efficiency loss for each of the selection cuts to go from one event
class to the next. Technically, we do this by asking what fraction
of events in one event class also remain into an event class with
tighter selection. Figure 46 also shows the results of comparing
the P7CLEAN selection to the P7SOURCE selection.

We also compared the fluxes we measure with front-
converting events relative to back-converting events (Figure 47).
Since the primary difference between these two parts of the LAT
is in the distribution of conversion material, this test is especially
sensitive to issues with our Geant4 simulation and probes our
modeling of the trigger and track-finding efficiency.

In each case, we find that the fraction of events in each subset
for the flight data are consistent with MC predictions to better
than 15%. In fact, for most of the cases the agreement is far
better than that, closer to the 2%–3% level. The most significant
discrepancies we see are between front- and back-converting
events (Figure 47).
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Validation and Calibration of Effective Area 

•  We generally find very a good 
agreement in the efficiency ratio for 
most selections (< 2-3% residuals 
over the whole LAT energy range) 

•  Largest discrepancy observed in 
the fraction of front-converting 
events 

•  We attempt to correct for this 
discrepancy in the P7REP IRFs by 
applying a symmetric correction on 
the Front/Back ratio 

•  We use the magnitude of the front/
back discrepancy versus energy to 
set the width of the systematic 
error envelope 
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Figure 46. Ratio of the fraction of events as seen in flight data relative to the prediction from MC simulations: (a) γ rays converting on the +x side of the LAT, (b) γ
rays pointing in 45◦ ranges of azimuth toward the corners of the LAT (i.e., ξ > 0.5), (c) γ rays from near the LAT boresight, i.e., for which cos θ > 0.7, (d) γ rays
passing the P7CLEAN selection.
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5.6. Uncertainties on the Effective Area

5.6.1. Overall Uncertainty of the Effective Area

From the consistency checks described in the previous sec-
tion, we arrive at a rough overall estimate of the uncertainty
of Aeff , which is shown in Figure 48. Note that this estimate
is assigned simply to account for the largest observed incon-
sistency, namely the mismatch between the front- and back-
converting events. Roughly speaking, for the P7SOURCE_V6 and
P7CLEAN_V6 event classes these uncertainties may be quoted as
10% at 100 MeV, decreasing to 5% at 560 MeV, and increasing
to 10% at 10 GeV and above. It is important to note that these
uncertainties are statements about overall uncertainty of Aeff at
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Figure 48. Systematic uncertainty band on Aeff as a function of energy. The
interplay between the steeply decreasing effective area and the degrading energy
resolution below 100 MeV and the resulting impact on spectral analysis will be
thoroughly discussed in Section 7.
(A color version of this figure is available in the online journal.)

various energies, and do not include any statement about what
types of deviations we might expect within the stated uncer-
tainty bands, nor about the point-to-point correlations in any
systematic biases of Aeff . Those questions are addressed in the
next sections.

5.6.2. Point-to-point Correlations of the Effective Area

Since our selection criteria are generally scaled with energy
(see Section 3.3.1), we expect any biases of Aeff to be highly
correlated from one energy band to the next. This point is very
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Assessing Systematic Errors in Analysis 

•  We define a conservative systematic 
error by drawing a symmetric 
envelope that encompasses the 
largest residual we observe in the 
effective area validation at each 
energy 

•  There are many ways to use this 
envelope to test the impact of 
systematics on your analysis – see 
e.g. discussion of bracketing IRFs in 
the Performance Paper 

•  Note that instrumental systematics 
are only one component of the total 
systematic error – astrophysical 
uncertainties in modeling the sky 
can be as large or larger than 
instrumental systematics 
–  Unmodeled point sources 
–  Errors in the isotropic and 

galactic diffuse templates 



Summary 

•  LAT data is used to study a many topics in the γ-ray sky 
–  Flexibility is need to account for many types of analysis 
–  Huge amount of instrumental phase space to calibrate 

•  Validation studies with gamma-ray calibration samples verify that 
the IRFs provide a good description of the instrument 
–  Residuals in effective area and PSF models are generally at the 

level of 2-3% 
–  We conservatively assess the systematic error on effective area 

at 5-10% between 100 MeV and 300 GeV 
 
•  Current analysis and IRFs provide tremendous potential 

•  Work is ongoing to expand energy range, improve performance, 
and reduce systematic errors (Pass8) 


