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 HPS Computing

Costing
● Processing cost mostly go into general infrastructure 

costs and somewhat adjustable by the time allowed for 
the processing to complete and use of multiple 
sites/clouds/GRID. Greatest issue may simply be the 
availability of cycles.

● Storage costs: usually directly charged to the project
● Tapes

– Generally all data is stored on tape

● Disk
– Stage pool large enough to prevent thrashing the tape drives

● Infrastructure
– Data movers, xrootd servers
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Data to be processed and distributed
in the FULL 180 day HPS run:

Raw Detector data:

290 Tbytes
(assuming 26->31 KHz trigger rate, 5KByte event size,  1/8th data flow 

passing L3 )

Simulated data:

435 Tbytes
(assuming 1.5x event size but only 10% events in comparison to detector 

data)

Foresee storing two passes of the data and simulation output for only the equivalent of 
10% of the # data events one gets 0.62 PB of storage

T10Kc tapes it will cost about $50/TB or $31K

We could survive with 1/5th of this on disk ==> 150 TB of disk (90 TB server costs 
~$45K)
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Staged Approach or Not

● Is it best to prepare for the commissioning run 
and then the full run or go ahead and prepare for 
the full run starting with acquisitions in 2014?
● Tapes don't all need to be bought at once nor does 

having them all help with preparation of the final 
computing model

● Disk servers need further consideration. Acquire a 
server with space for adding in complement 
ultimately needed. New SLAC computing model may 
 avoid this detail of planning; we ask the CD … they 
provide the solution.
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Storing it all on Disk
On Wed, Aug 29, 2012 at 01:53:12PM -0700, Homer wrote:
> Could you please give me a rough estimate for how much it would cost
> to purchase 0.5 PB of storage next year.

Hi Homer,

If you use 2TB disks and put only one array on each server, you'd need 6 building blocks for ~$246K.

If you use 3TB disks and put only one array on each server, you'd need 4 building blocks for ~$200K.

If you use 3TB disks and put one array + one expansion on each
server, you'd need 2 building blocks for ~$178K.

All configs yield about 518TB of usable space.  The 2TB config would yield highest performance since it's 
spread across 6 servers and 6 arrays.  The last config is a capacity config since you have all I/O traffic 
traversing 2 servers.

We can adjust performance and price based on your requirements. If this is NFS space, then we probably 
want to consider an advanced file system like GPFS (additional cost).  For xrootd, you might prefer the 
usual standalone configs.

Lance



 HPS Computing

Test run reality:
Transferred LCIO raw data files AND "recon" LCIO files w/raw data included

retransferred at least 3 times

The most time consuming part was just transferring the data.

All types were 
produced at 
JLAB and 
transferred to 
SLAC.
For the full run 
do LCIO 
conversion at 
JLAB and all 
recon at 
SLAC/UNH?
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File Size by Data Type

1971936 hps_001349.evio.0
hps_001349.evio.0:       34.9% -- replaced with hps_001349.evio.0.gz
1284332 hps_001349.evio.0.gz
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RAW SLCIO Contents



 HPS Computing

Reco SLCIO Contents
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Banks (Tracks and ECAL Hits)
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FPGA/ECAL RO/Trigger Banks
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Simulation

-rw-r--r--+ 1 phansson at   1279256 Aug 22 17:32 
/u/ey/homer/hps2/hps_data/simulation/testrun/egs_5.5gev_0.016x0_500mb_90na_HPS-TestRun 
v2/egs_5.5gev_0.016x0_500mb_90na_08_HPS-TestRun-v2_filtered250.evio

-rw-r--r--+ 1 phansson at 339743584 Aug 22 17:32 
/u/ey/homer/hps2/hps_data/simulation/testrun/egs_5.5gev_0.016x0_500mb_90na_HPS-TestRun-
v2/egs_5.5gev_0.016x0_500mb_90na_08_HPS-TestRun-v2_filtered250.slcio

What to expect? Most events in the above file are empty.
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SIM SLCIO Contents
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Questions

●Does slcio reconstruction need to be done at JLAB?
● Decided by resource availability/politics?

●Is the the L3 filter data rate reduction reasonable?
●Use the GRID as for SiD?

● Many negotiations would be involved.
●Resources?

● What computing site contributions can one count on?
●Data storage needed?
●How much simulation will be needed for the the full run?

● Is the 10% of real event count justifiable?
● Will special large signal or special background  samples 

be needed?
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