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Righ Level

® Promote the use of network monitoring to
aid troubleshooting of network and data
Issues

® perfSONAR deployed in WAN, now also need
~ information about the LAN for complete end-
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Participants
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Goals

Deployment of perfSONAR at the perimeter at End
Sites

Exposure of Site’s Internal Network Performance

Deployment of E-Center to provide AA for
measurement data and archlvmg of network
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Deploy perfSONAR at
Site Perimeter

® Aims to achieve

® promote and advance the evolution of perfSONAR use
and field testing

® publicise existence of easy to use and appropriate tools
for network monitoring for network engineers and
scientists alike

® set expectations for users of (network) performance
achievable end-to-end - for project planning and scoping

® provide infrastructure to help identify, diagnose and
report performance issues
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Site Perimeter

® Required information:

® Site contact for issues related to bad/anomalous
behaviour

® Use perfSONAR to leverage existing work on distributed
network monitoring
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Perimeter Data
Collection

Provide passive and active tests between participants

One-way delay (OWAMP), Two way delay (Ping), achievable
throughput (iperf)

Border router utilisations (snmp)

Traceroutes (Traceroute MA)

Establish mesh of both active and passive tests
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Site Perimeter
Challenges

® Work with site’s cyber-security to enable exposure of

® network tests between participants

® allow exposure of web services to consumer
consumption

classification of network performance data for different
‘types of users
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Exposure of Site’s
Internal LAN

® Aims to achieve

Wednesday, 6 October 2010

 integrate with existing monitoring tools at End Sitesto

establish and provide true end-to-end monitoring and
measurement capability

high level topology between routers, firewalls, switches
and hosts
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perfSONAR at the

WAN
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End-to-End
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Use Cases

® Scientists and network users think of Host-to-Host, not Site-to-
Site

® just because the perimeter performance is okay, does not
mean performance end-to-end is okay

® Possible issues

R Slow ro_uter/f‘ irewall Calisesina gl acket drops
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Internal Data
Collection

Provide perfSONAR interface for data already being collected by
existing tools at Sites

Router utilisations (SNMP-MA)

Topology information about interconnections of devices

® cyber-security issues?

_ . securlty through obscugty
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Internal Data
Collection

® Balance between visibility and cost

® Provide read-only access to data already collected
® switch and router utilisations (SNMP)

® network topologies (NeDI, CDP/LLDP etc)

® higher network layers? (vlan groups, subnets etc)
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Enterprise Monitoring

® Integrated, consistent and easy to use Ul

® Dashboards
® Graphs
® Reports
® (Automated) Alerts and Notifications

® Trends (deviation)
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Enterprise Monitoring

° Network Centric

e MRTG
® Cacti
® NeDi

o Netflow
® collectd
® Host Centric
® Nagios
®  Groundworks
e OpenView

® Spectrum

e Tivoli
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Internal Deployment

Challenges

(Cyber) security

identification of classes of data and who should be allowed to
view it

different sites use different internal tools to collect
performance and topology information

integrate with site’s AA policies and procedures
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E-Center

® perfSONAR data

® each domain’s data is disjoint from the data being collected in other
domains

e difficulty in finding the data required; access issues to data
E-Center will
° prowde building blocks for federated network services to enhance

e,d computing capabilities o EEES Ie, glo bal cgllar tions
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E-Center

° Aim to:

®  Ensure continual access and appropriate responsiveness of local e-Center gateway
services to central e-Center facility

® Adapt and deploy e-center at each site
® provide installation and deployment feedback
®  usability and customisations at each site

®  Quantify, resolve, and document site security issues involving site perfSONAR & E-
Center
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Internal Deployment

Quantify, resolve, and document site security issues
involving site perfSONAR

Train local staff to use and support perfSONAR
resources, including user education

of perfSONAR

i »
[ A - -
o s ) D ) eGSR Bt e S ER a2 g el e — e {3 NS N e TN
s WU W - G Y- S B R e P IR SN SOy (1D L I

Provide comprehensive level

o ;.' [

Wednesday, 6 October 2010



it all together... (1)
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Tying it all together... (2)

BNL

Use GridFTP MA, see all transfer from BNL
to SLAC are slow
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it all together... (3)

GridFTP SliAfe
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Tying it all together... (4)

ESnet
Core

ESnet East

e Coast PoP

Coast PoP

GridFTP GridFTP

Use SNNMP-MA to determine site perimeters looks okay
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Tying it all together... (5)

ESnet East

e Coast PoP

Coast PoP

GridFTP

GridFTP

Use SNMP-MA to ensure ESnhet POPs and cores looks
okay
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Tying it all together... (6)

ESnet

West
Coast PoP
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Tying it all together... (7)
w ESnet

West
Coast PoP

farmcore SLAC border

GridFTP

.
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Use SNMP-MA to determined that SLAC
farm02 is overloaded
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Description of VWork

® Deploy and configure perfSONAR and
related tools

® Adapt and deploy E-Center at each site

® Work with cybersecurity to classify network
susaeoniging informatign. and ssisn AC Lt
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Deliverables

® Year l:
® full perimeter perfSONAR deployment at each site
® passive: border snmp statistics
active: owamp, bwctl, ping, traceroute to ESnet PoP and other sites

support on-demand owamp and bwctl at perimeter
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Deliverables

® Year 2:
® leverage and adapt other monitoring tools
® configure internal topology service
provide snmp data for internal network devices
implement persistent full mesh active measurements between sites

implement persistent active data to ESnet PoPs
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(Potential) Deliverables

® Year 3 (unfunded):
e GridFTP MA

® build interactive and integrated web GUI(s) to allow users to navigate,
retrieve, visualise, manage and control data presentation

® visualisation tools to run large amounts of monitoring data into easy-to-
understand forms for human visual analytics

® turn data into knowledge and intelligence
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Questlons?,
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er things...
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Alarms and Network
Alerts

® Publication of service tickets
® correlate-able database of known performance and or service outages

® eg:one ESnet path is down, traffic may go through a much more
congested path

® eg: end site taking down servers which will lead to downtime of
services
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Application / User

Level Monitoring

® GridFTP
® Working with LBNL

® Already have alpha build with schemata etc.
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@ Looking to try to deploy at a coupleof
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