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What HPS is about
Heavy photons in this mass/coupling range are expected on very general theoretical 
grounds, and also motivated by recent astrophysical evidence suggesting they might 
mediate dark matter annihilations and/or dark matter interactions with ordinary 
matter.
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HPS Test Run
The highest priority goal of the HPS Test run is to validate the fundamental 

assumptions behind the design of the full HPS experiment and thereby 
prepare the foundation for full HPS approval.

Scheduled for
two weeks of 
running in 
March/April 
2012
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SVT Data Rate and Volume
The amount of data for a ~40 MHz clock and a 50 KHz rate (APV25) is estimated as:
– Structure
HPS Test Run: A proposal to Search for Massive Photons at Jefferson Laboratory
40
• Each chip 12-bit header (3 start, 8-bit address, 1 error) plus 10 bits/channel if 10-bit ADC is used
• For each ASIC need additional 9 bit chip address
– Number of bits for each hit
• 9-bit chip address (16-bit)
• 12-bit header (16-bit)
• 6 times 10-bit ADC value (72-bit) (assume 10-bit ADC for now since need bare minimum 8 bits)
• 13 bytes (104 bits) (81 bit minimum)
– Data volume and rate
• 217 ASICs x 2 bytes chip address: 434 bytes
• 217 hits x 2 bytes header: 434 bytes
• 217 hits x 6 samples x 1.5 bytes: 1953 bytes

The resulting data rate is 2821 bytes x 50 KHz = 141.1 
Mbytes/sec.

The SVT is the primary data producer

Maximum trigger rate is 50 KHz
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Model for data 
distribution/reconstruction has been 

rapidly evolving● 1 month ago:

● Assumed raw data would all be exported and reconstructed at SLAC/UNH

● Then informed that JLAB would not be able to export that quantity of data

● Three weeks ago:

● Reconstruct at JLAB and export recon'd data only

● No go … same amount of data flow

● Now:

● Reconstruct at JLAB

– Still waiting for response on available resources
● For analyses Simulate an L3 trigger at JLAB cutting data rate to 1/3

● Export to SLAC and UNH or if this is too much then SLAC and ultimately from 
SLAC on to UNH

● For detector studies, small samples of full stream will be exported to SLAC and 
some studies will simply be run at JLAB
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https://wiki.jlab.org/cc/external/wiki/index.php/Scientific_Computing_Systems

EVIO
LCIO: 
reconstruct
ed 
detector 
data

JLAB

SLAC

UNH

LCIO:

HPSS:
100 TB

DISK 
cache:
~40 TB

Analysis work
CPU: 100 cores/day 
storage: 15 TB on disk

Simulation 
Production:
CPU: 200 cores/day
storage: 10 TB
(produce/export 5TB,
Import 5TB) 

LCIO:
60 TB x 2

LCIO (SP):
5 TB
Export and Import

LCIO:

HPSS:
100 TB

DISK 
cache:
~40 TB

Analysis work
CPU: 100 cores/day 
storage: 15 TB on disk

Simulation 
Production:
CPU: 200 cores/day
storage: 10 TB
(produce/export 5TB,
Import 5TB) 

For 1 month then
100 cores/day
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https://wiki.jlab.org/cc/external/wiki/index.php/Scientific_Computing_Systems

EVIO

LCIO: 
60TB x 2
reconstructed 
detector data

JLAB

SLAC

UNH

LCIO:

HPSS:
40 TB

DISK 
cache:
~20 TB

Analysis work
CPU: 100 cores/day 
storage: 15 TB on disk

Simulation 
Production:
CPU: 300 cores/day
storage: 10 TB
(produce/export 
7.5TB,
Import 2.5TB) 

LCIO:
20 TB x 2

LCIO (SP):
SLAC Export 7.5TB
and SLAC Import 2.5TB

LCIO:

DISK 
cache:
~20 TB

Analysis work
CPU: 100 cores/day 
storage: 15 TB on disk

Simulation 
Production:
CPU: 100 cores/day
storage: 10 TB
(produce/export 
2.5TB,
Import 7.5TB) 

For 1 month then
100 cores/day

Lite L3:
export only 
events of 
physics interest

Small samples 
of the full
stream will
also be 
exported

Difference from other models:
●Primary stream of data to SLAC and UNH just for 
physics studies; an L3 simulator is used to reduce 
data rate to ~1/3 of input rate. Small samples of 
unfiltered data will be provided for detector 
performance studies.
●More of the simulation load will be carried by SLAC 
w.r.t. UNH

Current HPS Model
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Data Analysis Cluster 

JLab Auger Software 

JLab's Auger software manages the interface to the PBS/Maui batch farm. 

Data Analysis Cluster 

The batch farm is a 64-bit CentOS 5.3 environment. 

The alias 'ifarml64' (interactive 64-bit linux farm) is the primary user front-end to the batch computing farm. The farm is accessible via Auger's jsub command. 

* ifarm1101: 32-core AMD Opteron, 64GB RAM, 1TB local /scratch
* ifarm1102: 32-core AMD Opteron, 64GB RAM, 1TB local /scratch
Multithreaded code is encouraged! 
Compute nodes: 
farml2-10:                  8 Intel 8-core hyperthreaded, 24GB RAM, 500GB disk
farm09001-024              24 Intel 8-core hyperthreaded, 24GB RAM, 500GB disk
farm10001-024              24 Intel 8-core hyperthreaded, 24GB RAM, 500GB disk
farm11001-018              18 Intel 8-core hyperthreaded, 24GB RAM, 1000GB disk
farm11019-022               4 ADM Opteron 32-core, 64GB RAM, 1000GB disk
Work Disks 

Work Disk (/work) servers provide ~100TB work space on SunFire X4500 series Thumper/Thor fileservers, for use in the data analysis process. Work areas are 
not backed up; some are allocated to a group and under its control while other areas are auto-managed to keep a pool of space available during data 
processing. 

The Mass Storage System 

JLab JASMine Software 

Jasmine : controls media access and transfer of data between tape (/mss) and the stage (/stage) pools. It also manages the cache servers (/cache), which 
contains online copies of files from offline tape storage. 

Cache Disks 

Online disk storage in /cache consists of a mix of Linux and Sun X4500 (Thumper & Thor) fileservers, and by definition hold copied of data already stored on 
tape in the mass storage system. Some areas of cache are assgined to groups as DST (Data Summary Tape) storage, while others are automanaged. 

The allocation and layout of the secondary mass storage can be found on the Cache Disk information pages. 

IBM TS3500 Tape Library 

An IBM TS3500 tape library, with current configuration (Fall 2011) of 6800 slots in 12 frames, with 8 LTO-4 120 MB/sec drives and 800GB cartridges, and 4 LTO-
5 140 MB/sec drives with 1500GB cartridges. The total capacity is ~7PB. 

https://wiki.jlab.org/cc/external/wiki/index.php/Scientific_Computing_Systems

https://wiki.jlab.org/cc/external/wiki/index.php/Scientific_Computing#Auger
https://wiki.jlab.org/cc/external/wiki/index.php/Work_Disk
https://wiki.jlab.org/cc/external/wiki/index.php/Scientific_Computing#Jasmine
https://wiki.jlab.org/cc/external/wiki/index.php/Cache_Disk
https://wiki.jlab.org/cc/external/wiki/index.php/Scientific_Computing_Systems
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LCIO:
Detector 
Data

HPSS:
40 TB

DISK cache:
~20 TB

Analysis work
CPU: 100 cores/day storage: 15 TB 
on disk

Simulation Production:

●CPU: 
● 300 cores/day

●storage: 10TB
●I/O:

● produce/export 7.5TB,
● Import 2.5TB 

LCIO (MC):
SLAC Export 7.5TB
and SLAC Import 2.5TB

For 1 month then
100 cores/day

HPS computing hardware needs 
from SLAC



 H. Neal - SCA Planning Meeting - 15 February 2012 11

HPS Computing FTE needs
Functions FTEs needed

From now till 
one month 
after data 
taking

FTEs needed 
through the 
rest of the 
year

Norman Graf G4, LCSIM, 
Java

*** **

Jeremy 
McCormick

LCSIM, Java *** **

Tony 
Johnson ++
(chee, ...)

Tools 
(conditions 
database, 
forums, CVS)

* *

Ryan Herbst SVT DAQ *** *
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Concerns

● Raw data format is just now being settled/debated 
(EVIO3 vs. EVIO4, just getting our first look at the 
FADC output, how it is to be package in EVIO?)

● Java expertise (beyond those veterans of the LCD 
group, HPS members are new to Java)

● I/O – transfer capacity from JLAB to SLAC

● Potential storage costs (disk/tapes)

● Access to computational resources (shares for HPS, 
etc...)

● Remote management/coordination of production
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Commonalities with other projects

● HPS-LCSIM is an outgrowth of the LCD lcsim 
effort

● Condition database is be adapted from what 
was done for EXO and FERMI

● Starting to use group manager software
● Starting to use SLAC Forum
● G4
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