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Launched 11 June 2008 – LAT activated 25 June
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Data Processing Flow at SLAC

• Downlink from Goddard Space Flight Center

– ~8 downloads per day

– 15 GB total daily

• Level 0 Processing

– Automatically launched as data arrives

– Decode & repackage incoming data

• Split science data from telemetry data

• Level 1 Processing

– Full event reconstruction: 750 GB/day

– Data Quality Monitoring

– Transfer science summary files to Fermi 
Science Support Center - 200 MB/day

• Immediately available to the public

• ASP (Automated Science Processing)

– GRB and Flare detection

– Spectral analysis

• 120,000 quantities continuously monitored

– Mixture of Oracle, Root, Fits data

Level 0

Level 1

ASP

Trending 

Database

(Oracle)

Data Quality

(Root)

ASP Results

(Fits) See 

Anders 

Borgland’s

talk
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Data Processing Pipeline

• Allow completely automatic processing of Fermi data

– Reconstruction and initial analysis of incoming data

• Aim to completely process incoming data in 3 hours

– Requires massive parallelization (2000 jobs, 800 cores)

– Less than .01% of batch jobs require manual intervention

– Re-processing of data

– Monte-Carlo simulation of data

• Sufficient capacity to do MC simulations  and reprocessing 

without impacting data processing

• Full bookkeeping for maintaining provenance of data products

• Ability to roll back failed (or successful) jobs

– Including automatic resubmission of all downstream jobs

• Web interface to allow data processing to be monitored or 

controlled from anywhere
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Level 1 Processing Task Example

Reconstruction

Digitization

See 

Warren 

Focke’s

talk
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Monitoring Data Processing

• Web interface allows 

– Quick overview of data processing

– Flags runs requiring further attention

– Allows “drill-down” to isolate/identify problems
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Monitoring Data Quality

See Maria 

Elena 

Monzani’s

talk

Error 

limit

Warning 

limit
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Data Management/Access

• Fermi data is immediately available to the public

– Via Fermi Science Support Center

• SLAC supports collaboration data servers which provide

– Storage of all Fermi data products (data and MC)

• Currently all products on disk (and tape)

– Full access to data via “data catalog”

• Access to public files plus extended event formats

• Search based on arbitrary “meta-data” associated with 

datasets  

– Web based event display (WIRED) for looking at detailed 

reconstruction of individual events

– Web based data selection tools (Skimmer, Astro Server)

• With support for producing Root and Fits files
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Data Catalog Web Interface

Drill down to get 

more details

Download manager, 

reliable download of 

multiple files
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Data Catalog Implementation/Features

• Data catalog currently contains

– 15 million datasets, 1.1 PetaBytes (data+mc) 

• Features

– Supports arbitrary file locations

• nfs, afs, xrootd, …

• Supports multiple locations/sites for the same file

– Allows arbitrary meta-data to be associated with files or 
directories

– Command line interface (in addition to web interface)

• Registration, list, search, …

– Includes “Data crawler” which verifies integrity of data catalog

• Automatic extraction of meta-data from files

• Implementation

– Data mostly stored in xrootd

• Automatic volume management

• Automatic tape archival (and in principle retrieval)

• Scalability (many simultaneous jobs)

– Uses oracle database (so does pipeline, monitoring etc)

See Andy 

Hanushevs

ky’s talk
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“Astro” Server Web Interface
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“Astro” Server Implementation

User Request

Time/Energy Range

Position in Sky 

Quality

Dedicated

Oracle

Database

~500-4500 

Million 

Photons 

Xroot File Server

Root Tuples

Fits Files

~50 TB 

Event List

Within the database events are indexed by time,

energy and position using a hierarchical

triangular mesh (HTM). Database partitions are 

used to split the data into 1 week time bins and 32 

position bins within each time bin, each containing 

1024 HTM regions (shown above) . The use of 

HTM triangles makes it easy to identify which 

regions are entirely contained in the user request, 

and which are partially contained and require finer 

selection (below).
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Conclusions

• Fermi data pipeline, data catalog and monitoring tools have been in production 

use for 4 years

– Have proved very reliable for data processing

– Web based tools allows monitoring load to be distributed world wide

• Important design decision to avoid tight coupling to specific experiment

– Fermi tools already being used by other experiments 

• EXO, CDMS, CTA

• Being evaluated for use by James Webb Space Telescope

• Supported by PPA Scientific Computing Application group

• Future work planned to 

– Extend pipeline + data catalog to support

• Additional batch systems

– Currently support LSF (SLAC), BQS (Lyon), Condor

– Adding support for Grid Engine, EEGE Grid

• Additional data storage locations

– Grid

– Increase interactivity of web applications including data catalog

• (AJAX, Web 2.0, GWT)

See Brian 

Van 

Klaveren’s

talk


