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The Challenge

• Gamma-ray data is a list of counts 
(photons) reconstructed in the 
detector.

• Qualitative exploration of the data 
suggests the presence of sources 
(spatial clustering).

• Quantitative analysis requires 
evaluating the significance of a 
‘model’ of our region.

Count Map
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The Model
• Basically the initial ‘model’ is a guess of the various parameters of 

the sources in our region:

• The location

• The spectral shape

• The flux

• etc.

• The guess can be easier if you have a starting point like the 2FGL.

• We quantify (using the Likelihood Method) the statistical 
significance of the model and vary the parameters to determine 
the most likely parameter values.
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Why Model Fitting?
• We use the Likelihood method 

because the LAT data are limited by 
statistics, a bright diffuse background 
and a broad PSF.

• The model construction defines the 
questions we want to ask which 
means:

• It will not answer a question you 
are not asking (ie. unknown 
parameters).

• The Likelihood will not tell you if a 
fit is ‘good’.  If the model does not 
represent your data well, the results 
will also not represent reality well.
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A Graphical Example

Our Data
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Our Data
Model 2

Like

Like

Model 3 > Model 2

Model 3

Tuesday, May 29, 2012



Likelihood Analysis: basics (1)

• The likelihood L is the probability of obtaining your data given an 
input model.  

• In our case, the input model is the distribution of gamma-ray sources 
on the sky and includes their intensity and spectra.

• One will maximize L to get the best match of the model to the data.  
Given a set of data, one can bin them in multidimensional (energy, sky 
pixels, ...) bins.

• L is the product of the probabilities of observing the detected counts 
in each bin. 

L = Πpk

Like
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Likelihood Analysis: basics (2)

• The number of counts in each bin is small and 
thus is characterized by the Poisson distribution.  

• L is the product of the probabilities of observing 
nk counts in each bin when the number of counts 
predicted by the model is mk 

• L can be rewritten as 

Like
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Likelihood Analysis: basics (3)

• If we let the bin sizes get infinitesimally small, then 
nk = (0 or 1) and we are left with a product 
running over the number of photons:

• (This is the unbinned likelihood method).

• It’s easier to handle the logarithm of L so we 
usually maximize:

Like

Tuesday, May 29, 2012



Maximize This!

log L = Σk nk log(mk) - Σk mk

The first term increases as the model predicts 
counts in bins where they actually occur and 
the second term demands that model counts 

be parsimoniously allocated.

Now, we need to quantify the significance.
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Likelihood Analysis: basics (4)
The Test Statistic is defined as:

• Where Lmax,0 is the maximum likelihood value for a model 
without an additional source (the 'null hypothesis') and
	
Lmax,1 is the maximum likelihood value for a model with 
the additional source at a specified location.

• In the limit of a large number of counts, Wilk’s Theorem 
states that the TS for the null hypothesis is asymptotically 
distributed as Χn2 where n is the number of parameters 
characterizing the additional source.

• As a basic rule of thumb, the square root of the TS is 
approximately equal to the detection significance for a given 
source.

Like
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Likelihood Analysis: basics (5)

• The source model considered is

• This model is folded with the Instrument Response 
Functions (IRFs) to obtain the predicted number of 
counts in the measured quantity space (E’, p’, t’):

Like
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Likelihood Analysis: basics (6)

• The IRF is defined as

• where E is the true energy of the photon, E’ is the 
measured energy, phat is the true direction and phat’ is 
the measured direction.  L(t) contains all of the 
information about the telescope location and state.

Like
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Likelihood Analysis: basics (7)Like
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Likelihood Analysis: basics (8)

• So, we perform the integral

• over the Source Region, i.e. the sky region 
encompassing all source contributions to the Region-
of-interest (ROI). In the standard analysis, only steady 
sources are assumed:

Like

Tuesday, May 29, 2012



Likelihood Analysis: basics (9)
• The function to maximize is:

• where the sum is performed over photons in the ROI.  

• The predicted number of counts is:

• To save CPU time, a model-independent quantity called the 
exposure map (or cube) is precomputed:

• Then:

Like
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The One Slide Summary
• Observed a photon from a location, at a time, with an energy.

• Assume a model:

• Calculated the probability of that photon being detected assuming our 
model:

• Calculate the total number of predicted counts assuming our model.

• Adjust the model until this is maximized:

• Calculate the TS:
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Overview of Tutorials
• Over the next few days, we’ll show you how to do this 

practically with LAT data.

• Today:  go over the basics of downloading, exploring and 
selecting data.

• Goal: basic understanding of what LAT data is and how the 
analysis is structured.  Make sure you can run the tools.

• Wednesday: calculate exposures and live time.  Perform a 
simple likelihood analysis.

• Goal:  Successfully run a likelihood analysis

• Thursday: work with a more complicated region.

• Goal: Successfully find a convergent, significant model 
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Overview of Tutorials
• Over the next few days, we’ll show you how to 

practically do this with LAT data.

• Friday:  Compare different models.  Extract 
information from the likelihood fit.

• Goal: able to determine the best spectral shape for 
sources.  Can extract needed information from the 
models.

• Saturday: Advanced analysis techniques:  simulations, 
model testing, lightcurves, upper limits, binning, SEDs.

• Goal:  Can make the tools do what you want.
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Homework
• Don’t fall behind because you will be 

working on your own during the night.  

• Some steps of the likelihood take a long time 
so you’ll need to run these while at dinner, 
sleeping etc.

• Today:  Pick an analysis (source, region, 
measurement) that you are interested in 
working on this week.  Tonight, you’ll start 
working on the analysis.
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